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Abstract

This thesis is mainly concentrated on McKean-Vlasov stochastic differential equations
(also called distributional dependent stochastic differential equations, abbreviated as
DDSDE) with singular drifts driven by Brownian motion. More specifically, we consider
the following four aspects of it:

(i) Strong well-posedness. We use Zvonkin’s transformation and entropy formula to
obtain the strong well-posedness of DDSDE where the different components of the
drift are in different mixed Lp spaces. To this end, we show the maximal mixed Lp-
regularity estimate for the related parabolic partial differential equation (PDE) by
transferring a scalar solution to a vector solution for a new system. When the drift
is independent of the distribution, this result shows the strong well-posedness of
N -particle systems with Lp interaction kernels, which extends the results of Krylov
and Röckner [67].

(ii) Propagation of chaos. We show strong convergence of the propagation of chaos
for the particle approximation of DDSDEs with singular Lp interactions as well
as for moderately interacting particle systems on the level of particle trajectories.
Moreover, when the interaction kernel is bounded and measurable, we also obtain
the optimal rate of strong convergence, which is partially based on Jabin’s and
Wang’s entropy method [58] and Zvonkin’s transformation.

(iii) Averaging principle. We study the averaging principle for DDSDEs with drift in
localized Lp spaces. Using Zvonkin’s transformation and estimates for solutions to
Kolmogorov equations, we prove that the solution of the original system strongly
and weakly converges to that of the averaged system as the time scale ε goes to
zero. Moreover, we obtain rates of the strong and weak convergence that depend
on p respectively.

(iv) Euler-Maruyama approximation. We use the Euler-Maruyama approximation to
show the existence of a solution to a class of McKean-Vlasov SDEs of Nemytskii-
type with bounded, measurable drift and any initial data. When the initial data have
densities in Lq with respect to Lebesgue measure, based on the associated nonlinear
Fokker-Planck equation and heat kernel estimates for the Euler-Maruyama scheme,
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we show the uniqueness of solutions for the McKean-Vlasov SDEs of Nemytskii-type
and obtain a convergence rate of the Euler-Maruyama approximation, which is the
same as the rate for the SDE cases in [9].
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Notations

Sets and Spaces

E Denotes a Banach space
Rd d-dimensional real Euclidean space.
P(E) The set of probability measures on E
Cb(E), C

k
b (E) Respectively the space of real-valued bounded continuous

functions and the space of functions with k (⩾ 1) bounded
continuous derivatives on E. Cb := Cb(Rd), Ck

b := Ck
b (Rd)

and C∞
b := ∩k∈NCk

b .
Ck

0 The set of real-valued Ck
b functions with compact support on

Rd, k ∈ N ∪ {∞}.
Lp := Lp(Rd) The set of measurable functions f defined almost everywhere

on Rd with respect to Lebesgue measure such that |f |p is in-
terable for p ⩾ 1. When p = ∞, this is the set of bounded
measurable functions. We denote the space of locally inte-
grable functions by L1

loc.
∥ · ∥p The norm of Lp.
Hα,p Bessel potential space on Rd, see Section 2.1 below.
∥ · ∥α,p The norm of Hα,p.
Cα Hölder spaces on Rd, see (2.4) below.

L̃p, H̃α,p Localized Bessel potential spaces and localized Lp spaces on
Rd with L̃p = H̃0,p, see (2.2) below.

∥ · ∥α,p The norm of H̃α,p, ∥ · ∥p := ∥ · ∥0,p.
Sd {π = (i1, i2, .., id) : any permutation of (1, 2, ..., d)}.
Lp

π the space of mixed p-summable functions with permutation
π, where p = (p1, ..., pd) ∈ [1,∞]d, see (2.6) below.

L̃p
π Localized Lp

π-space, see (2.9) below.
R+ The set [0,+∞).
LqI(E) := Lq(I;E) The space of Lq functions from a time interval I ⊂ R+ to E.

LqT (E) := Lq[0,T ](E) and LpT := LpT (Lp).
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Lpq(I) := LqI(Lp); Hα,p
q (I) := LqI(Hα,p);

Lpq(T ) := Lpq([0, T ]); Hα,p
q (T ) := Hα,p

q ([0, T ]).

H̃α,p
q (I), L̃qI(L̃p

π) The localized spaces of Hα,p
q (I) and LqI(Lp

π), see (2.3) and
(2.10) below respectively.

L̃pq(I) := H̃0,p
q (I); H̃p

q(T ) := H̃α,p
q ([0, T ]);

L̃pq(T ) := Lpq([0, T ]); L̃qT (L̃p
π) := L̃q[0,T ](L̃

p
π);

L̃p(T ) := L̃p∞(T ).

I o {(q,p) ∈ (2,∞)1+d :
∑d

i=1 1/pi + 2/q < 1}.
Im {(q,p) ∈ (1,∞)1+d :

∑d
i=1 1/pi + 2/q < m}, m = 1, 2.

C(I, E) The set of continuous functions from a time interval I ⊂ R+ to
E, endowed with the uniform topology. CT := C([0, T ],Rd).

Generic elements and operations

C A generic non-negative constant, the value of which may
change from line to line.

Θ The set of parameters that a constant may depend on. It may
have different parameters in different occasions, which should
be clear from the context.

C(Θ), CΘ A generic non-negative constant which depends on some fixed
parameters Θ = (a1, a2, .., an). Its value may change from line
to line.

∂t, ∂i The derivatives in the time variable t and in the xi direction.
M∗ The transpose of the matrix M .
trM The trace of the matrix M .
Mij The (i, j)(respectively row and column indexes) component of

a matrix M .
∇ The gradient operator (∂1, ∂2, .., ∂d)

∗.
div The divergence of a vector field F : Rd → Rd defined by

divF :=
∑d

i=1 ∂iFi.
∇2 The Hessian matrix (∂i∂j)i,j=1,..,d.
Id×d or I The d-dimensional identity matrix. We do not specify the

dimension d when no confusion is possible. δij := Iij.
⟨x, y⟩ or x · y The Euclidean inner product of two vectors x, y ∈ Rd defined

by ⟨x, y⟩ = x · y :=
∑d

i=1 xiyi. We also use M · N to denote
the Frobenius inner product of two matrices M,N defined by
M ·N :=

∑d
i,j=1MijNij.

M The Hardy-Littlewood maximal function in Rd, see (2.14) be-
low.
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µ⊗ ν The product measure on E × F of two measures µ, ν on E
and F respectively. µ⊗1 := µ and µ⊗k := µ⊗µ⊗k−1 for k ⩾ 2.

xN = (x1, .., xN) A generic element of a product space EN .
Ptf := gt ∗ f The semigroup related to the Laplace ∆ (see (2.25) below).

Probability and measures

(Ω,F , (Ft)t⩾0,P) A filtered probability space with the filtration satisfying the
usual conditions. All the random variables are defined on this
space unless otherwise stated. The expectation is denoted by
E.

w or (wt)t∈[0,T ] The canonical process on the path space CT defined by
wt(ω) := ωt.

EQ[·] The expectation under another probability measure Q.
K ⊛ µ The convolution of a function K : R2d → E with a measure µ

on Rd defined as K ∗ µ(x) :=
∫
Rd K(x, y)µ(dy) ∈ E, ∀x ∈ Rd.

δx The Dirac measure at the point x.

ηxN The empirical measure ηxN := 1
N

∑N
i=1 δxi .

⟨µ, φ⟩ = µ(φ) The integral of a µ-integrable function φ with respect to a
measure µ.

L (X) = µX The law of a random variable X as an element of P(E) where
X takes its value in the space E.

∥ · ∥var The total variation norm for measures.
H(µ|ν) The relative entropy between two measures µ and ν, see (2.57)

below.

X
(d)
= µ A random variable X has a law L (X) = µ.
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Assumptions

(Ha) An assumpion on the second order coefficient a in a PDE,
where a is uniformly θ-order Hölder continuous, bounded and
elliptic (page 33).

(Hσ
mix) An assumption on the diffusion coefficient σ in an SDE to

obtain the strong well-posedness for SDEs with mixed Lp co-
effcicents (page 49).

(Aσ) An assumption on the diffusion coefficient σ in an SDE, where
σ is uniformly θ-order Hölder continuous, bounded and elliptic
(page 50).

(Hb) An assumption of an interaction kernel b when we study prop-
agation of chaos (page 100).

(H1
b), (H

2
b), (H

σ) Assumptions of the coefficients in an SDE when we study the
averaging principle (pages 126, 127).

Conventions:

• We use := to indicate a definition;

• a ∨ b := max{a, b}, a ∧ b := min{a, b} and a+ := 0 ∨ a;

• In this thesis, we will utilize Einstein summation notation, which implies that sum-
mation is performed over repeated indices.

• By A ≲C B and A ≍ B or simply A ≲ B and A ≍ B, we mean that for some
constant C ⩾ 1,

A ⩽ CB,C−1B ⩽ A ⩽ CB, respectively;

• We shall use the same notation Γε to denote mollifiers in various dimensions N , i.e.,

Γε(x) = ε−NΓ(x/ε), ε ∈ (0, 1), (0.1)

where Γ is a nonnegative smooth density function in RN with compact support in
the unit ball.

• For a function f ∈ L1
loc(RN), the mollifying approximation of f is defined by

fε(x) := f ∗ Γε(x) =
∫
RN

f(x− y)Γε(y)dy or fn := f ∗ Γ1/n, n ∈ N.

The dimension N takes different values in different occasions, which should be clear
from the respective context.



Chapter 1

Introduction

In this thesis, we consider the following McKean-Vlasov SDEs, which are also called
distributional dependent SDEs (abbreviated as DDSDEs), with singular drift on Rd:

dXt = b(t,Xt, µt)dt+ σ(t,Xt)dWt, (1.1)

where (Wt)t⩾0 is a standard d-dimensional Brownian motion, µt is the time marginal
distribution of Xt, σ : R+ × Rd → Rd ⊗ Rd is measurable and b : R+ × Rd × P(Rd) is
measurable (in particular not necessary continuous). By Itô’s formula, one sees that µt
solves the following nonlinear Fokker-Planck equation in the distributional sense:

∂tµt =
1

2
∂i∂j (σikσjk(t)µt)− div(b(t, ·, µt)µt) = 0. (1.2)

The story of the McKean-Vlasov SDEs started with a stochastic toy model for the
Vlasov equation of plasma proposed by Kac. The classical notion of propagation of
(Kac’s) chaos was formalized in [62] where Kac first derived the spactially homogeneous
Boltzmann equation by use ofN -particle systems. After that, Markov processes associated
to (1.2) were first studied by McKean in [76].

Recently, since it naturally appears in the studies of the limiting behavior of interacting
particle systems and mean-field games, there is a vast and growing interest in McKean-
Vlasov SDEs (1.1), which describe stochastic systems at the microscopic scale and whose
distributional-density satisfies the macroscopic description (1.2).

In the present paper, we mainly focus on some approximations to (1.1): N -particle
systems approximation based on [45], averaging principle approximation based on [25]
and Euler-Maruyama approximation based on [44]. Moreover, we also investigate the
well-posedness (i.e. existence and uniqueness) of McKean-Vlasov SDEs and N -particle
systems. In the following, we give an introduction for each of them.
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1.1. MCKEAN-VLASOV SDES AND LARGE SYSTEMS OF PARTICLES 10

1.1 McKean-Vlasov SDEs and large systems of par-

ticles

Large systems of interacting particles is now fairly common. They are usually models for
large populations of individuals subject to mutual interaction and random dispersal. For
example, in plasma physics particles can represent ions and electrons in the Vlasov-Poisson
equation [103, 17]; in biosciences they characterize the collective behavior of individuals
[94] and describe the growth of cancer [33]. We refer to the book [95] and recent reviews
[55, 39, 57, 21, 22] for more details.

The most classical model is the Newton dynamics for N indistinguishable point par-
ticles driven by two-body interaction forces and noise. By XN,i

t and V N,i
t we denote the

position and velocity of particle number i = 1, 2, .., N at the time t ∈ R+ respectively.
Based on Newton’s second law, the evolution of the system is described by the following
stochastic system: {

dXN,i
t = V N,i

t dt,

dV N,i
t = 1

N

∑
j ̸=iK(XN,i

t −XN,j
t )dt+ σdW i

t ,
(1.3)

where i = 1, 2, .., N andW i areN independent standard d-dimensional Brownian motions,
which model random influences. The critical scaling in (1.3) is the factor 1

N
in front of the

interaction term. This is called the mean field scaling and it preserves the conservation of
the total strength of the interaction (see [55, Section 1.1] for more details). When σ ≡ 0, it
reduces to the classical Newton dynamics. Here the vector valued kernel K stands for the
interaction force between two particle. Such kind of a system is called a kinetic system and
the infinitesimal generator of the system is related the kinetic opeqrator ∂t−∆v + v · ∇x.
We refer to [40, 79, 51, 56] for mathematical kinetic theory for particle system. See also
[50, 49, 43] for the related kinetic SDEs and McKean-Vlasov SDEs with singular drifts
and Lévy noise.

Moreover, upon regarding V N,i
t as the derivative of position XN,i

t with respect to time,
we have

dẊN,i
t =

1

N

∑
j ̸=i

K(XN,i
t −XN,j

t )dt+ σdW i
t .

Consequently, the system is commonly referred to as a second-order system.
In this thesis, we only consider the following first order N -particle system:

dXN,i
t =

1

N

N∑
j=1

K(XN,i −XN,j)dt+ σdW i
t . (1.4)
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By Itô’s formula, the time marginal distribution µNt of (XN,1
t , .., XN,N

t ), satisfies the fol-
lowing Fokker-Planck equation:

∂tµ
N
t =

1

2
σ2

N∑
i=1

∆xiµ
N
t − 1

N

N∑
i=1

N∑
j=1

divxi
(
K(xi − xj)µ

N
t

)
. (1.5)

Such system can model interacting particles in physics (for instance, the point vortex
system in 2-dimensional fluids [35]), biological and sociological sciences phenomena of
flocking, swarming, and aggregation (see [27, 16] for examples).

However, due to the large number of N , simulating the microscopic N -particle systems
(1.4) directly is exceedingly complicated. Actually, the number N of particles can reach
a scale of 1025 for most physical models and 109 in typical bioscience models (see [55,
Section 1.2]). Even for N = 4, 5, the dynamics of ODE (1.4) (i.e. σ = 0) can be chaotic
and it is difficult to follow orbits of particles (see for instance [111]). Fortunately, the
N -particle system (1.4) can usually be approximated by a McKean-Vlasov SDE, thanks
to the famous Laws of Large Numbers. More precisely, for large N , one expects to
approximate the solution of (1.4) by the solution to the McKean-Vlasov SDE (1.1) with
σ(t, x) = σ and b(t, x, µ) = K ∗ µ.

1.1.1 Propagation of chaos

In this subsection we recall some notions and well-known results about the propagation
of chaos.

Classical framework introduced by Kac

Let E be a Polish space and µ ∈ P(E) a probability measure on E. Let (µN)N∈N be a
sequence of symmetric probability measures on the respective product space EN , where
symmetric means that for any permutation (i1, · · · , iN) of (1, · · · , N),

µN(dxi1 , · · · , dxiN ) = µN(dx1, · · · , xN).

In particular, µN has a common 1-marginal distribution. One says that (µN)N∈N is µ-
chaotic if for any k ∈ N (see [62]),

µN,k weakly converges to µ⊗k as k ⩽ N → ∞, (1.6)

where µN,k(dx1, · · · , dxk) = µN(dx1, · · · , dxk, E, · · · , E) is the k-fold marginal distribu-
tion of µN . It is well known that (1.6) holds if and only if (1.6) holds for only k = 2
(see [98, (i) of Proposition 2.2]). In the language of random variables, Kac’s chaos can be
restated as follows:
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Let ξN := (ξN,1, · · · , ξN,N) be a family of EN -valued random variables. If the law of
ξN is symmetric and µ-chaotic, one says that ξN is µ-chaotic. It is also equivalent to (see
[98, (ii) of Proposition 2.2])

the empirical measure ηξN (dy) :=
1
N

∑N
j=1 δξN,j(dy) ∈ P(E) converges to µ in law.

(1.7)

Note that ξN can be regarded as N -random particles in the state space E. From this
viewpoint, Kac’s chaos means that if one observes the distribution of any k-particles, then
they become statistically independent as N goes to infinity. Indeed, (1.7) is a law of large
numbers, i.e., for any φ ∈ Cb(E),

ηξN (φ) :=
1

N

N∑
j=1

φ(ξN,j) → µ(φ) :=

∫
E

φ(x)µ(dx), in law.

In Hauray and Mischler’s work [51], various quantitative and qualitative estimates related
to chaos are obtained for different notions such as Kac’s chaos, entropy chaos and Fisher
information chaos. More references about Kac’s chaos can be also found in [51].

Propagation of chaos

If one considers Kac’s chaos as a static version of chaos, then propagation of chaos is
usually understood as a dynamical version of Kac’s chaos. More precisely, let (ξNt )t⩾0 :=
(ξN,1t , · · · , ξN,Nt )t⩾0 be a family of EN -valued continuous stochastic processes, which can
be thought of as the evolution of N -particles. Let (ξt)t⩾0 be a limit E-valued continuous
stochastic process defined on the same probability space. Let µNt be the law of ξNt in
EN and µt be the law of ξt in E. Suppose that µN0 is µ0-chaotic at time 0. One says
that propagation of chaos holds if for any time t > 0, µNt is µt-chaotic. In this thesis,
we call it the weak convergence of the propagation of chaos. Usually, as the evolution
of particle distributions, the probability measures µNt and µt satisfy some Fokker-Planck
equation in the weak sense, like (1.5) and (1.2). Therefore, it can be studied by pure PDE
methods. However, as stochastic processes, one would like to have the following stronger
convergence of the propagation of chaos: for each t > 0,

lim
N→∞

E|ξN,1t − ξt| = 0,

or in the functional path sense

lim
N→∞

E

(
sup
s∈[0,t]

|ξN,1s − ξs|

)
= 0. (1.8)
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In fact, when K is globally Lipschitz continuous, McKean [77] firstly established the
following result for (1.4): for any T > 0,

E

(
sup
s∈[0,T ]

|XN,1
s −Xs|2

)
⩽
C(b, σ, T )

N
, (1.9)

where the constant C(b, σ, T ) > 0 can be estimated explicitly and (Xt)t⩾0 is the solution
to (1.1) with b(t, x, µ) = K ∗µ, σ(t, x) = σ driven by Brownian motion W 1. We note that
the power of convergence rate 1/N is sharp because of the central limit theorem. The
above estimate was also reproven by Sznitman [98] by more direct synchronous coupling
methods.

Singular kernel cases

Obviously, Lipschitz assumptions on the interaction kernel K is too strong in practice. In
fact, most of the interesting physical models have bounded measurable or even singular
interaction kernels. For examples, the rank-based interaction diffusion studied in [93,
69] has a discontinuous interaction kernel (see (5.11) below), and the Biot-Savart law
appearing in the vortex description of 2d imcompressible Navier-Stokes equations has a
singular kernel. We refer to [108, Section 1.3] for more examples of singular kernels. For
this type of singular kernels, Osada [84] was the first to show the propagation of chaos
for the point vortices associated with the 2d Navier-Stokes equation with large viscosity.
Recently, in [38], Fournier, Hauray, and Mischler dropped the assumption of large viscosity
by the classical martingale method.

More recently, Jabin and Wang [58] were the first to obtain a quantitative conver-
gence rate for the relative entropy between the law of the particle system, µN,k, and the
tensorized limit law, µ⊗k, where the key point is an estimate for the entropy and a large
deviation type exponential functional. In fact, the results in [58] can be applied to a large
class of singular kernels K in W−1,∞ with K(x) = −K(−x), as well as to some nonlinear
interactions with bounded measurable interaction kernel. More precisely, for the system

dXN,i
t = F

(
1

N

∑
j ̸=i

K(XN,i
t −XN,j

t )

)
dt+ σdW i

t , (1.10)

where F is Lipschitz and K is bounded measurable, the author in [58] established a global
relative entropy estimate of the form

sup
N∈N

H(µN,Nt |µ⊗N
t ) <∞,

as long as the same is true for t = 0, where the relative entropy H is defined by (2.57),
µN,Nt and µ⊗N

t is the time marginal distribution of µN,N and µ⊗N respectively (see Section
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5.2.2 for the proof). From the well-known subadditivity inequality (2.61) and Pinsker’s
inequality (2.58), one deduces the local estimates

H(µN,kt |µ⊗k
t ) ⩽ C

k

N
, and ∥µN,kt − µ⊗k

t ∥var ⩽ C

√
k

N
,

where ∥ · ∥var stands for the total variation distance. We note that the proof in [58] for
kernels in W−1,∞ strongly depends on the symmetry of the kernel K(x), not valid for
general Lp-singular kernels.

When F (x) = x in (1.10), Lacker in [70] applies the BBGKY hierarchy to give the
following optimal weak convergence rate for the total variation distance between µN,k

and µ⊗k for general L∞ kernels:

∥µN,kt − µ⊗k
t ∥var ⩽ C

k

N
.

It should be noted that the linear assumption F (x) = x can not be dropped there, since
the linearity of conditional expectations are needed.

For general Lp-singular interaction kernels, in [99], Tomašević uses the partial Gir-
sanov transform as in [59] to derive the weak convergence of the propagation of chaos
under the extra assumption that the set of discontinuous points of the interaction kernel
has Lebesgue measure zero. In [53], Hoeksema, Holding, Maurelli and Tse showed a large
deviation result for a particle system with Lp-singular interaction kernels. As a byproduct,
they also obtain the weak convergence of the propagation of chaos (see also [69]). How-
ever, in [99] and [53], both of them assume the initial distributions of the particle system
are i.i.d, that is, the initial distributions are not really chaotic. This assumption is crucial
for them to construct a weak solution for the interacting particle system by Girsanov’s
transform. In the present paper we overcome this difficulty by showing the existence of
strong solutions for the particle system (see Lemma 5.6 below), and then obtain the both
weak and strong convergence of the propagation of chaos for singular Lp interaction
kernels with p > d and the quantitative convergence (1.9) for bounded measurable ker-
nels by Zvonkin’s transformation, a method introduced in [118] by Zvonkin and further
developed in [101, 67, 113]; see Section 3.1.1 for details. It should be noted that Bao and
Huang [2] have already used the Zvonkin transformation to obtain propagation of chaos
for Hölder interaction kernels with non-optimal rate N−1/4.

Moderately interacting particle systems

When K is singular, say a Dirac measure or Poisson kernel K(x) = ±x/|x|d, the N -
particle system (1.4) is not expected to have a solution in general. A usual way of
tackling this problem is to mollify the kernel by KN := K ∗ϕεN , where εN goes to zero as
N → ∞, ϕε(x) := ε−dϕ(x/ε) and ϕ ∈ C∞

0 is a smooth probability density function. For
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the choice of εN = N−β/d with β ∈ [0, 1], if β = 0 and 1, it respectively corresponds to
weakly interacting and strongly interacting, while for β ∈ (0, 1), it is called moderately
interacting by Oelschläger in [81], and the particle system (1.4) with K = KN is called a
moderately interacting particle system.

Especially, when K is the Dirac measure, we are interested in the moderately inter-
acting kernel KN = ϕεN , where εN → 0 as N → ∞ and the following N -particle systems

dXN,i
t = F

(
t,XN,i

t ,
1

N

∑
j ̸=i

ϕεN (X
N,i
t −XN,j

t )
)
dt+ σdW i

t , i = 1, · · · , N. (1.11)

Then, the solution XN,i is expected to converge to the solution of the following equation
(see [81, 61]):

dXt = F (t,Xt, ρt(Xt))dt+ σdWt, (1.12)

where ρt stands for the density of the law of Xt with respect to Lebesgue measure. Here
ρ := (ρt)t⩾0 solves the following nonlinear and local (or Nemytskii-type) Fokker-Planck
equation:

∂tρ =
σ2

2
∆ρ+ div(F (ρ)ρ).

It should be kept in mind that for d = 1 and F (ρ) = ρ, this is a Burgers-type equation.
Equation (1.12) is called McKean-Vlasov SDE of Nemytskii-type (also called density

dependent SDE, abbreviated as dDSDE). For the following more general cases,

dXt = b
(
t,Xt, ρt(Xt)

)
dt+ σ

(
t,Xt, ρt(Xt)

)
dWt, X0

(d)
= ν0, (1.13)

they were first introduced and investigated in [5, Section 2] (see also [3]).
In [81] Oelschläger showed the weak convergence of the propagation of chaos for mod-

erately interacting particle systems, when F and ϕ are smooth. Generally, the moderately
interacting refers to any choice of εN with εN → 0 and ε−1

N /N = o(1). When F , ϕ are
smooth enough, Jourdain and Méléard in [61] showed the following strong convergence:

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2

)
⩽ C

(
ε4N +

ε2N
N
eCε

−2d−2
N

)
, (1.14)

with a constant C, where (Xt)t∈[0,T ] is the solution to dDSDE (1.12) driven by Brownian
motion W 1.

Recently, this type of moderately interacting systems has regained much attention
after the semigroup approach developed by Flandoli, Leimbach and Olivera [33], see for
instance [34] for a PDE-ODE system related to aggregation phenomena; [94] for non-local
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conservation laws; [35] for 2D Navier-Stokes equation and [82] for quantitative convergence
results for a variety of singular kernels. However, all the above results does not cover the
Nemytskii-type caes, i.e. K = δ0, and the mollifer function ϕ in their work is required
to be smooth. In the current thesis, we shall investigate the strong convergence of the
propagation of chaos for the moderately interacting particle systems when K = δ0 and
the mollifier ϕ is only bounded measurable.

1.1.2 Well-posedness of particle systems and McKean-Vlasov
SDEs

Before studying the propagation of chaos with singular drift (interacting kernel) K, one
of the main obstacles is to establish the strong or weak well-posedness of the SDEs for
both the particle systems (1.4) and the McKean-Vlasov SDE (1.1).

For the motion of a single particle, when ϕ ∈ Lqt (L
p
x) with

d

p
+

2

q
< 1,

Krylov and Röckner [67] showed the existence and uniqueness of strong solutions to the
following SDE by Girsanov’s and Zvonkin’s transformation:

dXt = ϕt
(
Xt

)
dt+ dWt.

Later, Zhang [113, 114] extended their result to the multiplicative noise case, again
using Zvonkin’s transformation from [118] (see also [116, 109]). However, for the N -
particle system (1.4) with ϕ(x, y) = K(x− y), where K is in some Lp space, one cannot
use these well-known results for Lqt (L

p
x) drifts to derive the well-posedness by considering

(1.4) as an SDE in RNd. For instance, when N = 3, consider the following SDE in R3d:
dX1

t =
[
ϕ
(
X1
t , X

2
t

)
+ ϕ
(
X1
t , X

3
t

)]
dt+ dW 1

t ,

dX2
t =

[
ϕ
(
X2
t , X

1
t

)
+ ϕ
(
X2
t , X

3
t

)]
dt+ dW 2

t ,

dX3
t =

[
ϕ
(
X3
t , X

1
t

)
+ ϕ
(
X3
t , X

2
t

)]
dt+ dW 3

t ,

(1.15)

where ϕ(x, y) = K(x − y) and K ∈ Lp with p > d. For i = 1, 2, 3, let ϕi(x1, x2, x3) :=∑
j ̸=i ϕ(xi, xj). As a function of (x1, x2, x3) in R3d, one only has

ϕi ∈ L∞
x∗i
Lpxi , i = 1, 2, 3, (1.16)

where x∗i stands for the remaining variables except for xi. It does not satisfy the conditions
in [67]. Note that in the same work [67], Krylov and Röckner also showed the strong well-
posedness for a class of special stochastic particle system with singular gradient interaction
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ϕ = ∇V , where V is continuously differentiable on Rd\{0} and satisfies some other
conditions (see Section 9 in [67]). Moreover, the strong well-posedness for particle system
with Biot-Savart law interaction kernel ϕ(x) = (−x2, x1)/|x|2 was established in [83] and
[37], which is related to the random point vortex approximation for two dimensional
Navier-Stokes equations. In the above well-known papers, the key point of establishing
the strong well-posedness is to prove that the process X i

t −Xj
t for i ̸= j does not touch

the singular point 0, i.e. the state space is RNd “without diagonals”. However, the strong
well-posedness for particle systems as in (1.4) with general Lp-interaction kernels on all
of RNd has still been open.

Therefore, our first task is to extend [67, 114] to the case of mixed Lp-spaces. We
mention here that although Ling and Xie [74] have already considered singular SDEs in
mixed Lp-spaces, their result cannot be applied to equation (1.15) due to the new feature
that we need to consider the order of the integral in x1, x2, x3 as well as the different
integrability indices. Note that each ϕi belongs to a different mixed Lp-space.

Let us turn to the well-posedness of McKean-Vlasov SDEs (1.1). So far there are
numerous literatures devoted to studying this problem. When b is bounded and µ →
b(t, x, µ) is uniformly Lipschitz with respect to the Wasserstein distance, Li and Min
[72] obtained existence and uniqueness for weak solutions. Under some one-side Lipschitz
assumptions (also with respect to the Wasserstein distance), Wang [104] showed the strong
well-posedness and also some functional inequalities for the solution. We want to emphsize
that the Lipschitz assumption for µ→ b(t, x, µ) with respect to the Wasserstein distance
is not satisfied by the case mean-field limit SDEs with non-continuous kernels. More
precisely, consider

b(x, µ) =

∫
Rd

K(x− y)µ(dy)

with some kernel K which is only bounded or in Lp. Then, µ → b(x, µ) is not even
continuous with respect to the Wasserstein metric for every point x, but µ → b(·, µ):
P(Rd) → Lp(Rd) is Lipschitz with respect to the total variation distance.

In the case, where b is only measurable, of at most linear growth and µ → b(t, x, µ)
is uniformly Lipschitz continuous with respect to the total variation distance with σ uni-
formly non-degenerate and Lipschitz continuous, by using the classical Krylov estimates,
Mishura and Veretenikov [80] obtained strong well-posedness for (1.1). After that, the
strong well-posedness was extended to local LqtL

p
x drift by Röckner and Zhang in [89].

Furthermore, by the relative entropy method and Girsanov’s theorem, Lacker [70] also
obtained some well-posedness results under linear growth assumptions (see also [69]).
Then, in the special case |b(t, x, µ)| ⩽ h ∗ µ(t, x) with some h ∈ LqtL

p
x, Han obtained well-

posedness for LqtL
p
x drift based on the relative entropy method in [42]. In [117], by some

heat kernel estimates and the Schauder-Tychonoff fixed point theorem, Zhao established
well-posedness for DDSDE in a more general case.
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Furthermore, weak solutions to the dDSDE (1.13), were constructed in [5], first solving
the corresponding Fokker-Planck-Kolmogorov equation and using the superposition prin-
ciple. In [3, 5], for a large class of time independent coefficients b, σ, Barbu and Röckner
obtained the existence of weak solutions for such (possibly degenerate) density dependent
SDEs (see [5, Section 2]). The strategy in [3] and [5] is to solve the associated nonlinear
Fokker-Planck equation and then by the well-known superposition principle (cf. [100],
generalizing [68] and [32]) to establish the existence of a weak solution to dDSDE (1.13).
Later, in [4, 7, 8], the same authors prove the uniqueness of weak solutions to dDSDE
(1.13), which is a consequence of the uniqueness of the corresponding nonlinear Fokker-
Planck equation and its linearized version. Recently, in [6], they also consider the existence
of solutions to a class of nonlinear Fokker-Planck equations with measure-valued initial
data. It is natural to ask for a probabilistic method to construct the solution. In this
thesis, we consider the following general distributional density-distributional dependent
SDE (abbreviated as dDDSDE):

dXt = b(t,Xt, ρt(Xt), µt)dt+ σ(t,Xt)dWt, (1.17)

where µt and ρt is the time marginal distribution and density with respect to Lebesgue
measure of Xt respectively. Here we assume that r → b(·, r, µ) and µ → supr |b(·, r, µ)|
are both Lipschitz from R+ and P(Rd), with respect to the total variation distance, to
LqtL

p respectively. For this model, we start directly from dDDSDE (1.17) and obtain the
existence of solutions by using Picard iteration, entropy formula and heat kernel estimates.
In other words, we don’t use the superposition principle. Moreover, our assumptions on
the drift are weaker compared to Barbu and Röckner’s series of papers. Especially, there
is no regularity assumption of b in x. On the other hand, we only consider the case when
σ is independent of ρt (see Chapter 4 for more details).

1.2 Averaging principle for McKean-Vlasov SDEs

The averaging principle is one of the main methods in perturbation theory. It came into
being by Clairaut, Laplace and Lagrange more than two centuries ago. The averaging
principle was first established for the following deterministic systems by Krylov, Bogoly-
bov and Mitropolsky [11, 65]:

Xε
t = X0 +

∫ t

0

b(
s

ε
,Xε

s )ds, (1.18)

where b : R+×Rd → Rd is a vector field, 0 < ε≪ 1 is the time scale and s/ε is called the
highly oscillating time component (s/ε is also called fast variable, while Xε

s is called slow
variable). Then it was extended to stochastic differential equations by Khasminskii [63].
After that, extensive work on the averaging principle for finite and infinite dimensional
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stochastic differential equations was done; see e.g. [1, 18, 19, 20, 26, 30, 36, 41, 64, 75,
85, 102, 107] and the references therein.

Usually, solving the original system (1.18) is relatively difficult because of the high
oscillating time component. Therefore, it is desirable to find a simplified system which
simulates and predicts the evolution of the original system over a long time scale. As is
well known, the highly oscillating time component can be “averaged” out to produce such
a simplified system under some suitable conditions, which is called averaging principle.

More exactly, consider the following averaged system:

Xt = X0 +

∫ t

0

b̄(Xs)ds, (1.19)

where

b̄(x) := lim
T→∞

1

T

∫ T

0

b(t, x)dt. (1.20)

b is called a KBM-vector feld (KBM stands for Krylov, Bogolyubov and Mitropolsky)
if the convergence (1.20) is uniformly with respect to x in any bounded subsets of Rd

(see e.g. [90]). The averaging principle states that, as the time scale ε goes to zero, the
solution of the original systems (1.18) converges to that of (1.19). We note that if b is
bounded and periodic function with respect to time t, then

b̄(x) =
1

Tb

∫ Tb

0

b(t, x)dt,

where Tb is a period of b, and

ω(T ) := sup
t,x

∣∣∣∣ 1T
∫ t+T

t

(b(t, x)− b̄(x))ds

∣∣∣∣→ 0 as T → ∞. (1.21)

Let us give a brief proof of the averaging principle for ODE systems (1.18), here under
the condition (1.21) and if b is bounded and Lipschitz. First of all, it is easy to see that

|Xε
t −Xt| ⩽ ∥b∥Lip

∫ t

0

|Xε
s −Xs|ds+

∣∣∣∣∫ t

0

(
b(
s

ε
,Xs)− b̄(Xs)

)
ds

∣∣∣∣ , (1.22)

where ∥b∥Lip is the Lipschitz constant of b. For h ∈ (0, 1), we define πh(t) := t for t ∈ [0, h)
and

πh(t) := [t/h]h, t ⩾ h.

The reason why we define πh(t) = t for t ∈ [0, h) is that the drift b considered in this paper
is always in an Lp space. If the initial data do not have an Lq density, Eb(Xπh(t)) = Eb(X0)
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will blow up for all t < h. Although here b is Lipschitz and bounded, we use this definition
for πh(t) in the whole thesis.

Then, we note that∣∣∣b(s
ε
,Xs)− b̄(Xs)

∣∣∣ ⩽ ∣∣∣b(s
ε
,Xs)− b(

s

ε
,Xπh(s))

∣∣∣+ ∣∣b̄(Xs)− b̄(Xπh(s))
∣∣

+
∣∣∣b(s
ε
,Xπh(s))− b̄(Xπh(s))

∣∣∣
⩽2∥b∥Lip|Xπh(s) −Xs|+

∣∣∣b(s
ε
,Xπh(s))− b̄(Xπh(s))

∣∣∣ ,
and we have∣∣∣∣∫ t

0

(
b(
s

ε
,Xs)− b̄(Xs)

)
ds

∣∣∣∣ ⩽ 2∥b∥Lip∥b∥∞h+

∣∣∣∣∫ t

0

(
b(
s

ε
,Xπh(s))− b̄(Xπh(s))

)
ds

∣∣∣∣ .
We set N := [t/h]. Based on a change of variable, one sees that∣∣∣∣∫ t

0

(
b(
s

ε
,Xπh(s))− b̄(Xπh(s))

)
ds

∣∣∣∣
⩽

∣∣∣∣∣
N−1∑
k=1

∫ (k+1)h

kh

(
b(
s

ε
,Xkh)− b̄(Xkh)

)
ds

∣∣∣∣∣+ 4h∥b∥∞

⩽ h
N−1∑
k=1

∣∣∣∣∣ εh
∫ kh/ε+h/ε

kh/ε

(
b(
s

ε
,Xkh)− b̄(Xkh)

)
ds

∣∣∣∣∣+ 4h∥b∥∞

⩽ hNω(hε) + 4h∥b∥∞ ⩽ tω(h/ε) + 4h∥b∥∞.

In view of (1.22) and Gronwall’s inequality, we have

sup
t∈[0,T ]

|Xε
t −Xt| ⩽ C(T, b) inf

h∈(0,1)
(h+ ω(h/ε)) → 0, as ε→ 0.

This method is called technique of time discretization. And this kind of convergence is
called strong convergence analogous to the one in the propagation of chaos.

In this thesis, we are interested in using the techniques of time discretization to in-
vestigate the averaging principle of the following DDSDE with highly oscillating time
component

dXε
t = b

(
t

ε
,Xε

t , µ
ε
t

)
dt+ σ(Xε

t )dWt, Xε
0 = ξ, (1.23)

where σ : Rd → Rd ⊗ Rd is a measurable function, µεt := L(Xε
t ) is the time marginal law

of Xε
t , 0 < ε≪ 1 is the time scale and the drift b is only Lp integrable in x (see Chapter

6 for the concrete conditions). Then the averaged equation is

dXt = b̄(Xt, µt)dt+ σ(Xt)dWt, X0 = ξ, (1.24)
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where µt stands for the distribution of Xt and

b̄(x, µ) = lim
ε→0

1

T

∫ T

0

b(t, x, µ)dt

where the limit on the right hand side is assumed to exist (see condition (H2
b) on page

126 for details).
Recall that the strong convergence rate of the averaging principle for slow-fast McKean-

Vlasov SDE was established by the techniques of time discretization and Poisson equation
in [88]. Furthermore, as discussed in [54], the strong convergence rate of the averaging
principle for slow-fast McKean-Vlasov SPDE was studied, based on the variational ap-
proach and the technique of time discretization. Note that the coefficients of the slow
equation with fast variables were assumed to be globally Lipschitz continuous with re-
spect to the slow variable in the above results. Recently, the strong convergence without
a rate for DDSDE with highly oscillating time component driven by fractional Brownian
motion and standard Brownian motion was shown in [92], under the assumption that the
drift term is continuous in the slow variable.

Recall that Lipschitz or mere continuity assumptions on b are too strong for some
applications. There are a lot of interesting models from physics, only having bounded
measurable or even singular Lp interaction kernels b. However, to the best of our knowl-
edge, there is no result concerning the averaging principle both of DDSDE and SDE with
Lp drift.

Following the above motivations, we consider the strong and weak convergence of the
averaging principle for DDSDE with Lp drift in this thesis. Moreover, we obtain the rate
of the strong and weak convergence, which is important for functional limit theorems
in probability and homogenization in PDEs. To show this kind of results, we have to
overcome the difficulty of the non-continuity of b. More precisely, we need to estimate the
following difference for some Lp coefficient b:

E
∣∣∣ ∫ t

0

(
b(
s

ε
,Xs)− b(

s

ε
,Xπh(s))

)
ds
∣∣∣. (1.25)

To this end, partially inspired by [28] and [73], we use a different technique based on the
Markov property and the time regularity of the semigroup to calculate (1.25) (see Lemma
3.24). After that, we show a distributional version of (1.25) in Lemma 3.30, which makes
the classical time discretization method work again (see Section 6.1 for more details).

1.3 Euler-Maruyama scheme for dDSDEs

In this part, we would like to study the Euler-Maruyama scheme for the following dDSDE

Xt = X0 +

∫ t

0

b(s,Xs, ρs(Xs))ds+
√
2Wt, (1.26)
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where ρt is the distributional-density of Xt with respect to Lebesgue measure and b is uni-
formly bounded. More precisely, for h ∈ (0, 1), we consider the following Euler-Maruyama
scheme:

Xh
t = X0 +

∫ t

0

b(s,Xh
πh(s)

, ρhπh(s)(X
h
πh(x)

))ds+
√
2Wt, (1.27)

where ρhs is the distributional-density of Xh
s . whose existence is easily seen from the

construction. We note that there is no continuity assumed for the drift term b with re-
spective to x, which is an obstacle for establishing the convergence. When b = b(t, x) is
bounded, Dini continuous and independent of the measure, the following strong conver-
gence is obtained by Dareiotis and Gerencsér in [28] by elementary calculations: for any
ε ∈ (0, 1)

sup
t∈[0,T ]

E
∣∣Xh

t −Xt

∣∣2 ⩽ Ch1−ε.

It is extended to Lp cases by Lê and Ling in [73] based on the stochastic sewing lemma.
In the present thesis, we consider the weak convergence (i.e. the convergence between

the time marginal law). Assuming that b is Lipschitz with respect to r → b(t, x, r), the
strong convergence is directly deduced from the weak convergence by stability estimates
with respect to drift b and results in [28, 73]. When b is only bounded and independent
of the density ρt, for the weak convergence with respect to the total variation distance,
Bencheikh and Jourdain obtain the following rate in [9]:

∥ρht − ρt∥1 ≲
√
h. (1.28)

They used Duhamel’s formula for the Euler-Maruyama scheme and calculated each term
carefully. In this thesis, we develop a technique based on estimates of the semigroup to
deduce the weak convergence rate (1.28). For more well-known results and applications
of Euler-Maruyama scheme for SDE we refer to papers mentioned above.

1.4 Main results

First we obtain the strong well-posedness to the following non-distribution dependent
SDE:

dXt = b(t,Xt)dt+ σ(t,Xt)dWt, (1.29)

where different component of the drift b = (b1, ..., bd) is in different mixed Lp spaces, as e.g.
in SDE (1.15). More precisely, in Theorem 3.1 (page 49) we show that if σ is uniformly
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Hölder continuous in x with respect to t and elliptic, and for some qi, pi,j ∈ [2,∞) and
πi ∈ Sd, i = 0, 1, .., d and j = 1, 2, ..., d and every T ,

∥∇σ∥L̃q0
T (L̃p0

π0
) +

d∑
i=1

∥bi∥L̃qi
T (L̃pi

πi
) <∞, (1.30)

with

sup
i

(
2

qi
+

1

pi1
+ · · ·+ 1

pid

)
< 1,

where pi := (pi1, ..., pid), then there exists a unique strong solution to SDE (1.29). Here

L̃qT (L̃p
π) is the mixed Lp space with permutation (see (2.10) below). As an application,

we have a unique strong solution to the N -particle system (1.4) for any Lp interaction
kernel K with p > d (see Remark 3.2 for more details). For this part we need to construct
Zvonkin’s transformation. To this end, in Theorem 2.19, we transfer the scalar solution
u of PDE (2.33) to the vector solution (u0, u1, ..., ud) of a new system (2.48) and obtain
maximal Lp-regularity.

Next, to prove well-posedness of dDDSDE (1.17), we show the following stability
results for densities of the solutions to (1.29) with respect to the drift (see Lemma 4.4
below): Let b0, b1 be two Borel measurable functions satisfying (1.30) and ρk(t, x), k = 0, 1,
be the densities of the time marginal laws of two solutions to SDE (1.29) with b = bk.
Then for any T > 0, there is a constant C > 0 such that for all t ∈ [0, T ],

∥ρ0(t)− ρ1(t)∥L∞ ⩽ C
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)|||b0i (s)− b1i (s)|||L̃pi

πi
ds. (1.31)

Following the proof of this stability, we proceed to formulate Theorem 4.1 (page 91). In
this theorem, if the initial datum admits a bounded density, σ satisfies assumption (1.30)
and

sup
i,µ

||| sup
r⩾0

|bi(·, ·, r, µ)||||L̃qi
T (L̃pi

πi
) <∞,

by Picard iteration and the entropy difference (2.64), we show well-posedness for dDDSDE
(1.17). Moreover, based on the strong well-posedness of non-distribution dependent SDE
(1.29), we obtain the unique strong solution to the McKean-Vlasov SDE (1.17) in The-
orem 4.2 (page 91).

After the strong well-posedness is obtained for N -particle systems and limit McKean-
Vlasov SDEs, we study the strong convergence of the propagation of chaos. We first



1.4. MAIN RESULTS 24

obtain it in Theorem 5.1 (page 100) for the following particle systems:

dXN,i
t = F (t,XN,i

t ,
1

N

∑
j ̸=i

ϕt(X
N,i
t , XN,j

t ))dt+ σ(t,XN,i
t )dW i

t ,

where σ satisfies the condition (1.30) and for some measurable h : R+ × Rd → R+ and
κ1 > 0

|F (t, x, r)| ⩽ h(t, x) + κ1|r|, |F (t, x, r)− F (t, x, r′)| ⩽ κ1|r − r′|,

and for some q > 2, p = (p1, .., pd) ∈ [2,∞]d with 2/q + 1/p1 + ...+ 1/pd < 1 and π ∈ Sd,
T > 0,

|||h|||Lq
T (L̃p

π) +

[∫ T

0

sup
y∈Rd

(
|||ϕt(·, y)|||qL̃p

π
+ |||ϕt(y, ·)|||qL̃p

π

)
dt

] 1
q

⩽ κ1.

To show this strong convergence, we use the partial Girsanov transform as used in [59, 99]
to show uniform Krylov’s estimate for particle systems, which implies the weak conver-
gence of the propagation of chaos by the classical martingale approach (see Theorem
5.5 below, page 104). It should be noted that in Theorem 5.5, by the strong well-
posedness of (1.29), the solution to the particle system is a measurable functional of
Brownian motion. In contrast to [99, 53], we thus need not to assume that the initial
data are independent.

For the strong convergence, we use Zvonkin’s transformation and Lemma 5.12, which
transfers weak convergence to strong convergence. When ϕ is uniformally bounded, com-
bining with the entropy method developed in [58], we obtain the optimal convergence
rate

E

(
sup
t∈[0,T ]

|XN,i
t −X i

t |

)
≲ N−1/2,

where X i is the unique strong solution to limiting DDSDE driven by Brownian motion
W i.

Moreover, we also consider the moderately interacting particle systems (1.11) and
obtain the strong convergence rate of the propagation of chaos in Theorem 5.3 (page:
102) when F and ϕ are uniformly bounded. More precisely, we extend the result (1.14)
from smooth to non-continuous cases. The proof is based on Theorem 5.1 and the stability
estimate (1.31).

The results for well-posedness and the propagation of chaos are from the joint paper
[45] with Röckner and Zhang.

For the averaging principle for DDSDE, in Chapter 6 we consider the systems (1.23)
with highly oscillating time component and the averaged DDSDE (1.24). Assuming that
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µ→ b(t, ·, µ) from P(Rd) to some localized Lp space is Lipschitz with respect to the total
variation distance uniformly in t ∈ R+, under some time periodic condition like (1.21),
for any p > d, we obtain the following weak and strong convergence rate in Theorem
6.2 (page 127):

sup
t∈[0,T ]

∥µεt − µt∥var ⩽ C inf
h>0

(
h

1
2
− d

2p + ω

(
h

ε

))
(1.32)

and

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)
⩽ C inf

h>0

(
(ω(h/ε))2 + h1−

d
p

)ℓ
.

Moreover, we also obtain an analogous result for non-distribution dependent SDE in
Theorem 6.3, where the convergence rate is independent of p. To show these results, we
need a distribution dependent version for (1.25) (see Lemma 3.30 below) and the solution
to the related PDE as in Lemma 3.29 and Lemma 3.32. After these estimates, we obtain
the weak convergence rate. For the strong convergence, we use Zvonkin’s transformation
again, i.e. the same technique as in the part about the propagation of chaos.

The results for the averaging principle are based on the joint paper [25] with Cheng
and Röckner.

Finally, we consider the Euler-Maruyame scheme (1.27) for dDSDE (1.13), where
b is uniformly bounded and σ =

√
2. If r → b(t, x, r) is continuous, we obtain the

existence of solution to dDSDE (1.13) and show that there is a sequence hk → 0, as
k → ∞, such that Xhk converges to this solution of (1.13) in the weak sense. Moreover,
if r → b(t, x, r) is Lipschitz uniformly in (t, x) and assuming that the initial datum admit
s an Lq density with q > d, we obtain the well-posedness of dDSDE (1.13) and gain the
following convergence rate for the Euler-Maruyame scheme:

sup
t∈[0,T ]

∥ρht − ρt∥1 ⩽ CT
√
h,

where the rate is the same as that in (1.28), obtained in [9] for the non-distribution
dependent case. All the above results are included in Theorem 7.2 (page 146). It
should be noted that this is a different way of proof in comparison with that of Theorem
4.1 to show well-posedness of McKean-Vlasov SDEs. Furthermore, the assumptions for
this result are also different from those in Theorem 4.1: Although b is bounded here and
not in some localized Lp space, the initial datum condition is less restrictive than that
in Theorem 4.1, where the time marginal law of the initial datum is required to have a
bounded density with respect to Lebesgue measure. In particular, we obtain the existence
for any initial datum X0 = x ∈ Rd, whose distribution is a Dirac measure and dose not
have a density with respect to Lebesgue measure.
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The well-posedness of the dDSDE (1.13) and the convergence properties of the Euler-
Maruyama scheme have been established in a joint paper [44] with Röckner and Zhang.
The convergence rate of the scheme is first rigorously obtained in this thesis.

1.5 Structure of the thesis

In Chapter 2 we first introduce the basic function spaces used in this thesis, localized Bessel
potential spaces and localized mixed Lp spaces, and main properties of these spaces in
Section 2.1. Then we study second order parabolic PDEs with mixed localized Lp-drifts
and show the unique existence of strong solutions. Before that, when p = (p, p, ..., p),
we recall some results from [109] about second order parabolic PDEs with localized Lp

drift. On the basis of these results for the parabolic PDEs, we are able to derive the
corresponding results for the elliptic PDEs. We note that Lemma 2.8 is not a corollary
of Theorem 2.19, since the conditions on f are different. In Theorem 2.19, since each
component of the drift may be in a different mixed Lp-space, the new point here is that
the second order derivative of the solution shall stay in a direct sum space. Apart from
these, we also introduce basic concepts about SDE in Section 2.3 and some well-known
results about the relative entropy in Section 2.4 for later use.

In Chapter 3, we study the well-posedness and some properties of solution to SDEs
with Lp drifts. We show the weak and strong well-posedness for SDE with mixed Lp-
drifts in Section 3.1. As usual, we need to prove a priori Krylov estimates based on the
PDE estimates obtained in Section 2.2, and then show that we can perform the Zvonkin
transformation. To this end, we first give a proof for the main result of [109] in Section
3.1.1 as an example how to use Zvonkin’s transformation. Therein we will show what the
Zvonkin transformation is and how to derive the Zvonkin transformation and strong well-
posedness for SDE from Krylov estimates and results from PDEs. Moreover, in Section
3.2, we study the time regularity of solutions to SDE with Lp-drifts, which is used to show
time discretization type estimates in averaging principle, like (1.25). For (1.25), we first
assume that {Xt}t∈[0,T ] is a solution to the SDE (1.29) with out drift, that is b ≡ 0, based
on the assumption on σ. We obtain some time difference estimates of the corresponding
heat kernel, which implies the estimate (1.25) for any localized Lp function b with p > d∨2
(see Lemma 3.24 below). Then it follows from the Girsanov transform that (1.25) holds
for the solution to (1.29) with localized Lp drifts (see (3.79) below). Furthermore, we
obtain the “distribution dependent version” of it, namely Lemma 3.30, which is based on
Lemma 3.29, which in turn provides an estimation of the difference µt − µs between the
time marginal distributions. As a byproduct, we also obtain the time regularity of the
gradient of the solutions for parabolic PDE in Section 3.2.3, which is used in Chapter 6.

In Chapter 4, by Picard’s iteration, we show the weak and strong well-posedness for
dDDSDEs (1.17) (see Section 2.3 for their definitions) with mixed Lp-drifts. We use the
entropy formula, Pinsker’s inequality and the stability (1.31) to show that the density
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of the time marginal law of the Picard iteration is a Cauchy sequence in L1 ∩ L∞ (see
Lemma 4.4 below).

In Chapter 5, we prove the strong converagence of the propagation of chaos. First,
by the classical martingale method we show that the propagation of chaos for systems
as in (1.4) with singular kernels holds in the weak sense, where the key point is to use
the partial Girsanov transform used in [59, 99] to derive some uniform estimate for the
exponential functional. In particular, the strong solution is used to treat the chaos of the
initial distributions. Moreover, we also provide a detailed proof for Jabin and Wang’s
quantitative result [58] for bounded interaction kernels. This is not new and only for the
readers’ convenience. Then we give the proof of the strong convergence of the propaga-
tion of chaos and show how to use Zvonkin’s transformation again to derive the strong
convergence from the weak convergence, where the key point is Lemma 5.12.

In Chapter 6, based on the time regularity estimates obtained in Section 3.2, we
use a Itô-Tanaka trick to give the weak convergence rate for the averaging principle of
DDSDE with localized Lp drift (see Theorem 6.6 below). Moreover, based on Zvonkin’s
transformation again, we obtain the strong convergence rate from the weak convergence.
Here, Lemma 6.5 is of crucial importance. This lemma is derived from the time periodic
condition (1.21) and the “distribution dependent version” of the time discretization, as
shown in Lemma 3.30. In Section 6.5, we also give some examples to illustrate our results.

In Chapter 7, we study the Euler-Maruyama approximation for dDSDE (1.26) with
bounded drift and use Euler-Maruyama scheme to give a proof of well-posedness of (1.26).
We first establish some estimates for the density of the time marginal distributions for the
Euler-Maruyama scheme (1.27) with bounded measurable drifts, by which we prove the
compactness of the time marginal distributional densities of the Euler-Maruyama scheme
(1.27) as to h→ 0. Then we obtain the well-posedness by approximation from this Euler-
Maruyama scheme. Moreover, by using the technique from Section 6.3, we obtain the
weak convergence rate for the Euler-Maruyama scheme.

The Appendix contains technical lemmas, two types of Gronwall inequalities and
Schauder estimates for the parabolic equations used in the proofs of our results.



Chapter 2

Preliminary

2.1 Localized Bessel potential spaces and mixed Lp

spaces

In this section, we introduce the definition of localized Bessel potential space and localized
mixed Lp spaces for later use.

Let d ∈ N. For any (α, p) ∈ R× [1,∞], we write

Hα,p := (I−∆)−α/2
(
Lp(Rd)

)
for the usual Bessel potential space (see [96, Chapter V] for example) with the norm given
by

∥f∥α,p := ∥(I−∆)α/2f∥p,
where ∥ · ∥p is the usual Lp(Rd)-norm. Here (I − ∆)α/2f is defined through Fourier’s
transform

(I−∆)α/2f := F−1
(
(1 + | · |2)α/2Ff

)
.

We note that if α = n ∈ N and p ∈ (1,∞), an equivalent norm in Hn,p is given by

∥f∥n,p ≍ ∥f∥p + ∥∇nf∥p.

For any r > 0, let Br
z be the ball in Rd with radius r and center z. Let χ : Rd → [0, 1]

be a smooth cutoff function with χ|B1 = 1 and χ|Bc
2
= 0. For fixed r > 0, we set

χrz(x) := χ((x− z)/r), x, z ∈ Rd. (2.1)

Given r > 0, we introduce the following localized Hα,p-space:

H̃α,p :=

{
f ∈ Hα,p

loc (R
d) : |||f |||α,p := sup

z
∥χzrf∥α,p <∞

}
. (2.2)

28
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Clearly, this space does not depend on r and the corresponding norms are equivalent.
When α = 0, we simply write

L̃p := H̃0,p and |||f |||p := |||f |||0,p.

It follows from Hölder’s inequality that for any 1 ⩽ p2 ⩽ p1 ⩽ ∞

Lp1 ⊂ L̃p1 ⊂ L̃p2 .

This monotonic property is the main advantage of using localized spaces.
For 0 ⩽ t0 < t1, T > 0, p, q ∈ [1,∞] and α ∈ R, we set

Lpq(t0, t1) := Lq
(
[t0, t1];L

p
)
, Lpq(T ) := Lpq(0, T ), Hα,p

q (T ) := Lq
(
[0, T ];Hα,p

)
.

Now we introduce the localized space

H̃α,p
q (T ) :=

{
f ∈ Hα,p

q (T ) : |||f |||H̃α,p
q (T ) := sup

z∈Rd

∥χzrf∥Hα,p
q (T ) <∞

}
. (2.3)

By a finite covering technique, it can be verified that also the definition of H̃α,p
q does not

depend on the choice of r (see [109, Section 2]). We note that all these spaces are Banach
spaces and that

Lq
(
[0, T ]; H̃α,p

)
⊂ H̃α,p

q (T ).

For α = 0, set

L̃pq(T ) := H̃0,p
q (T ).

If q = ∞, for simplicity, we define

H̃α,p(T ) := L∞([0, T ]; H̃α,p), L̃p(T ) := L̃p∞(T ), and L∞
T := L∞([0, T ]× Rd).

Moreover, for α ⩾ 0, let Cα be the usual Hölder space with norm:

∥f∥Cα :=

[α]∑
j=0

∥∇jf∥∞ + sup
x ̸=y∈Rd

|∇[α]f(x)−∇[α]f(y)|
|x− y|α−[α]

, (2.4)

where ∇j stands for the j-order gradient and [α] stands for the integer part of α.

Lemma 2.1 (Embedding lemma). Let 1 < p <∞. Then we have

H̃α,p ⊂ Cα−d/p

and

H̃α,p(T ) ⊂ L∞ ([0, T ]; Cα−d/p)
provided α > d/p.
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Proof. It follows from Sobolev’s embedding theorem that Hα,p ⊂ Cα−d/p if α > d/p. Note
that

∥g∥Cα−d/p ⩽ sup
z

∥χzrg∥Cα−d/p

for all g ∈ Cα−d/p and r > 0. Therefore, we have

∥g∥Cα−d/p ⩽ sup
z

∥χzrg∥Cα−d/p ≲ sup
z

∥χzrg∥Hα,p = |||g|||H̃α,p .

Moreover, for all f ∈ H̃α,p(T ) one sees that

sup
t∈[0,T ]

∥f(t)∥Cα−d/p ⩽ sup
t∈[0,T ]

sup
z

∥χzrf(t)∥Cα−d/p ≲ sup
t∈[0,T ]

sup
z

∥χzrf(t)∥Hα,p = |||f |||H̃α,p(T ).

The following lemma is from [67].

Lemma 2.2. Let p, q ∈ (1,∞], T > 0 and u ∈ H̃2,p
q (T ) with ∂tu ∈ L̃pq(T ). The following

statements hold.
(i) If d/p+ 2/q < 2, then u(t, x) is a bounded Hölder continuous function on [0, T ]×Rd.
More precisely, for any R > 0, ε, δ ∈ (0, 1) satisfying

ε+ d/p+ 2/q < 2, 2δ + d/p+ 2/q < 2,

there is a constant C = C(d, p, q, R, ε, δ) such that for all s, t ∈ [0, T ] and x, y ∈ Rd with
|x|, |y| ⩽ R

|u(t, x)− u(s, y)| ⩽ C
(
|t− s|δ + |x− y|ε

)
. (2.5)

(ii) If d/p+2/q < 1, then ∇xu is Hölder continuous in [0, T ]×Rd, that is for any ε ∈ (0, 1)
satisfying

ε+ d/p+ 2/q < 1,

there is a constant C = C(d, p, q, ε, T, R) such that for all s, t ∈ [0, T ] and x, y ∈ BR, (2.5)
holds with ∇xu in place of u and ε/2 in place of δ.

Proof. We note that by definition, for any R > 0, u1BR
∈ H2,p

q (T ) with ∂tu1BR
∈ Lpq(T ).

Thus, it is direct from [67, Lemma 10.1].

Now, let’s introduce the definition of localized mixed Lp-spaces, which was originally
introduced in [10]. As we have seen in the introduction, these are very suitable for singular
interacting particle systems (see also [53]).
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We set

Sd := {π = (i1, i2, .., id) : any permutation of (1, 2, ..., d)}.

For a multi-index p = (p1, · · · , pd) ∈ (0,∞]d and any permutation π ∈ Sd, the mixed
Lp

π-space is defined by

∥f∥Lp
π
:=

(∫
R

(∫
R
· · ·
(∫

R
|f(x1, · · · , xd)|pddxid

) pd−1
pd

· · · dxi2

) p1
p2

dxi1

) 1
p1

. (2.6)

When p = (p, · · · , p) ∈ (0,∞]d, the mixed Lp
π-space is the usual L

p(Rd)-space. Note that
for general π ̸= π′ and p ̸= p′,

Lp′

π ̸= Lp
π ̸= Lp

π′ .

For multi-indices p, q ∈ (0,∞]d, we shall use the following notations:

1

p
:=
( 1

p1
, · · · , 1

pd

)
, p · q :=

d∑
i=1

piqi,
∣∣∣ 1
p

∣∣∣ = d∑
i=1

1

pi
,

and

p > q (resp. p ⩾ q; p = q) ⇐⇒ pi > qi (resp. pi ⩾ qi; pi = qi) for all i = 1, · · · , d.

Moreover, we use bold numbers to denote constant vectors in Rd, for example,

1 = (1, · · · , 1), 2 = (2, · · · , 2).

For multi-indices p, q, r ∈ (0,∞]d with 1
p
+ 1

r
= 1

q
, the following Hölder inequality holds

∥fg∥Lq
π
⩽ ∥f∥Lp

π
∥g∥Lr

π
. (2.7)

For any multi-indices p, q, r ∈ [1,∞]d with 1
p
+ 1

r
= 1+ 1

q
, the following Young inequality

holds

∥f ∗ g∥Lq
π
⩽ ∥f∥Lp

π
∥g∥Lr

π
. (2.8)

For p ∈ [1,∞]d, we introduce the following localized Lp
π-space:

L̃p
π :=

{
f ∈ L1

loc(Rd), |||f |||L̃p
π
:= sup

z
∥χrzf∥Lp

π
<∞

}
, (2.9)

and for a finite time interval I ⊂ R and q ∈ [1,∞],

L̃qI (L̃
p
π) :=

{
f ∈ L1

loc(I× Rd), |||f |||L̃q
I (L̃

p
π) := sup

z
∥χrzf∥Lq

I (L
p
π) <∞

}
, (2.10)
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where for a Banach space B we set

LqI (B) := Lq(I;B).

By the finitely covering technique again, it is easy to see that the definitions of L̃p
π and

L̃qI (L̃p
π) do not depend on the choice of r, and for any 1 ⩽ q2 ⩽ q1 ⩽ ∞ and 1 ⩽ p2 ⩽

p1 ⩽ ∞,

L̃p1
π ⊂ L̃p2

π , L̃q1I (L̃
p1
π ) ⊂ L̃q2I (L̃

p2
π ). (2.11)

Since the supremum z in the definition of L̃qI (L̃p
π) is taken outside the time integral, we

obviously have
LqI (L̃

p
π) ⊂ L̃qI (L̃

p
π).

For simplicity we write

L̃qT (L̃
p
π) := L̃q[0,T ](L̃

p
π), LpT := Lp[0,T ](L

p), L∞
T (Cα) := L∞

[0,T ](Cα).

Example 2.3. For i = 1, · · · , d and α ∈ (0, 1), let fi(x) = b(x)|xi|−α, where b(x) is a

bounded measurable function. It is easy to see that fi ∈ L̃p
πi
, where

πi = (1, · · · , i− 1, i+ 1, · · · , d, i)

and p = (∞, · · · ,∞, p) with p ∈ (1, 1
α
). From this example, one sees that for a C1-

diffeomorphism Φ from Rd to Rd, say Φ(x) = (xi, x1, · · · , xi−1, xi+1, · · · , xd), it may hap-
pen that

fi ◦ Φ /∈ L̃p
πi
.

The following lemma is obvious by the definitions.

Lemma 2.4. For any f ∈ L̃p
π, there is a constant C = C(p) > 0 such that for all

ε ∈ (0, 1),

|||fε|||L̃p
π
⩽ C|||f |||L̃p

π
, (2.12)

and for any R > 0,

lim
ε→0

∥(fε − f)χR0 ∥Lp
π
= 0. (2.13)

The local Hardy-Littlewood maximal function in Rd is defined by

Mf(x) := sup
r∈(0,1)

1

|Br
0|

∫
Br

0

f(x+ y)dy. (2.14)

The following result is taken from [109, Lemma 2.1] and [52, Theorem 4.1].
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Lemma 2.5. (i) There is a constant C = C(d) > 0, such that for any f ∈ L∞(Rd)
with ∇f ∈ L1

loc(Rd),

|f(x)− f(y)| ⩽ C|x− y|
(
M|∇f |(x) +M|∇f |(y) + ∥f∥∞

)
(2.15)

for Lebesgue-almost all x, y ∈ Rd.

(ii) For any (q,p) ∈ (1,∞)1+d, there is a C = C(d, p, q) > 0 such that for all f ∈
L̃qT (L̃p

π),

|||Mf |||L̃q
T (L̃p

π) ⩽ C|||f |||L̃q
T (L̃p

π). (2.16)

2.2 PDE with singular coefficients

2.2.1 Localized Lp spaces

In order to study DDSDE, we consider the following second order parabolic PDE in
R+ × Rd:

∂tu = aij∂i∂ju− λu+ b · ∇u+ f, u(0) = φ, (2.17)

where λ ⩾ 0, a = (aij) : R+ × Rd → Rd ⊗ Rd is a symmetric matrix-valued Borel
measurable function satisfying (Ha), i.e.,

(Ha) there exist constants c0 > 0 and θ ∈ (0, 1) such that

c−1
0 |ξ| ⩽ |a(t, x)ξ| ⩽ c0|ξ|, ∥a(t, x)− a(t, y)∥HS ⩽ c0|x− y|θ

for all ξ ∈ Rd, t ∈ R+ and x, y ∈ Rd,

and b : R× Rd → Rd is a vector-valued Borel measurable function. Firstly, we introduce
the definition of a solution to PDE (2.17).

Definition 2.6. Let T > 0, p, q ∈ (1,∞), λ ⩾ 0, b, f ∈ L̃pq(T ) and φ ∈ C∞
b . We call a

function u with ∂tu ∈ L̃pq(T ) and u ∈ H̃2,p
q (T ) a solution of PDE (2.17) if for Lebesgue

almost all (t, x) ∈ R+ × Rd,

u(t, x) =

∫ t

0

(
aij∂i∂ju(s, x)− λu(s, x) + b · ∇u(s, x) + f(s, x)

)
ds+ φ(x).

Remark 2.7. For any χ ∈ C∞
0 (Rd) and f ∈ H̃α,p

q (T ), by the definition of the localized

spaces H̃α,p
q (T ), we have χf ∈ Hα,p

q (T ). Hence for any solution u of PDE (2.17) in the
sense of Definition 2.6, χu is Hölder continuous on [0, T ]×Rd if d/p+2/q < 2 according to
[67, Lemma 10.2]. Moreover, ∇(χu) is Hölder continuous on [0, T ]×Rd if d/p+ 2/q < 1.
In view of the arbitrariness of the cut-off function χ, u (respectively, ∇u) are locally
Hölder continuous on [0, T ]× Rd if d/p+ 2/q < 2 (respectively, d/p+ 2/q < 1).
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The following property of the solution u comes from [109, Theorem 3.2].

Lemma 2.8. Let T > 0, λ ⩾ 0 and p, q ∈ (1,∞). Assume (Ha) holds and b ∈ L̃p1q1 (T )
with p1 ⩾ p, q1 ⩾ q and 2/q1 + d/p1 < 1. Set

Θ := (d, T, p, q, ∥b∥L̃p1
q1

(T ), c0, θ).

Then there is a constant λ0 = λ0(Θ) such that for all λ ⩾ λ0 and f ∈ L̃pq(T ) and φ ∈ H̃2,p,
there is a unique solution u to PDE (2.17) on [0, T ] in the sense of Definition 2.6 such
that for any α ∈ [0, 2), p′ ∈ [p,∞], q′ ∈ [q,∞] with

β := 2− α +
2

q′
+
d

p′
−
(2
q
+
d

p

)
> 0, (2.18)

there is a constant C = C(Θ, α, p′, q′) > 0 such that for all λ ⩾ λ0

λ
β
2 |||u|||H̃α,p′

q′ (T )
+ |||∂tu|||L̃p

q(T )
+ |||∇2u|||L̃p

q(T )
⩽ C

(
|||f |||L̃p

q(T )
+ |||φ|||2,p

)
. (2.19)

Remark 2.9. By Lemma 2.1, we have u ∈ L∞([0, T ];Cγ) for any γ ∈ (1, 2− 2/q − d/p).

Proof. We note that u is a solution to PDE (2.17) with u(0) = φ in the sense of Definition
2.6 if and only if ū := u − φ is a solution to PDE (2.17) with ū(0) = 0 and f =
f + aij∂i∂jφ− λφ− b · ∇φ. Based on Lemma 2.1, we have

|||f + aij∂i∂jφ− λφ− b · ∇φ|||L̃p
q(T )

≲ |||f |||L̃p
q(T )

+ |||φ|||2,p + |||b|||L̃p
q(T )

∥∇φ∥∞
≲ |||f |||L̃p

q(T )
+ (1 + |||b|||L̃p

q(T )
)|||φ|||2,p,

and complete the proof by [109, Theorem 3.2].

With the help of a priori estimate (2.19), we obtain the well-posedness of PDE (2.17)
for any λ ⩾ 0.

Proposition 2.10. Let T > 0, p, q ∈ (1,∞) with 2/q+ d/p < 1, λ ⩾ 0, b ∈ L̃pq(T ). Then
for all f ∈ L̃pq(T ) and φ ∈ H̃2,p there is a unique solution u to PDE (2.17) on [0, T ] in
the sense of Definition 2.6 such that

|||∇u|||L̃∞
T
+ |||∂tu|||L̃p

q(T )
+ |||u|||H̃2,p

q (T ) ⩽ C
(
|||f |||L̃p

q(T )
+ |||φ|||H̃2,p

)
, (2.20)

where C = C(Θ, λ).

Proof. By the standard continuity method, it suffices to show a priori estimate (2.20) for
(2.17). To this end, we rewrite (2.17) as

∂tu = aij∂i∂ju− (λ+ λ0)u+ b · ∇u+ f + λ0u,



CHAPTER 2. PRELIMINARY 35

where λ0 is as in Lemma 2.8. In view of Lemma 2.8, we have

(λ+ λ0)
β
2 |||u|||H̃α,p

q′
+ |||∂tu|||L̃p

q(T )
+ |||∇2u|||L̃p

q(T )
⩽ C

(
|||f |||L̃p

q(T )
+ λ0|||u|||L̃p

q(T )
+ |||φ|||2,p

)
,

(2.21)

where C = C(Θ, α, q′) > 0, β = 2 − α + 2
q′
− 2

q
> 0. Taking q′ = ∞ in (2.21), then we

have

(λ+ λ0)
β
2 sup
t∈[0,T ]

|||u(t)|||p ⩽ C

(
|||f |||L̃p

q(T )
+ λ0

(∫ T

0

|||u(t)|||qpdt
) 1

q

+ |||φ|||2,p

)
.

Now it follows from the Gronwall lemma that

sup
t∈[0,T ]

|||u(t)|||p ⩽ C
(
|||f |||L̃p

q(T )
+ |||φ|||2,p

)
, (2.22)

where C depends on Θ, α, λ. Combining (2.21) and (2.22), we obtain for 1 < α < 2− 2/q

|||u|||H̃α,p + |||∂tu|||L̃p
q(T )

+ |||u|||H̃2,p
q (T ) ⩽ C

(
|||f |||L̃p

q(T )
+ |||φ|||2,p

)
.

and complete the proof by Lemma 2.1.

Next we consider the following second order elliptic PDE in Rd:

aij∂i∂ju− λu+ b · ∇u = f, (2.23)

where λ ⩾ 0, a = (aij) : Rd → Rd ⊗ Rd is a symmetric matrix-valued Borel measurable
function satisfying (Ha) and b : Rd → Rd is a vector-valued Borel measurable function.
Firstly, we introduce the definition of a solution to PDE (2.23).

Definition 2.11. Let p ∈ (1,∞), λ, T ⩾ 0 and b, f ∈ L̃p. We call u ∈ H̃2,p a solution of
PDE (2.23) if for Lebesgue almost all x ∈ Rd,

aij∂i∂ju(x)− λu(x) + b(x) · ∇u(x) = f(x).

As a corollary of Lemma 2.8, we have the following results.

Lemma 2.12. Assume b ∈ L̃p for some p > d. Then there are constants λ0 = λ0(d, |||b|||p, p, c0, θ)
and C = C(d, |||b|||p, p, p′, c0, θ) such that for any λ ⩾ λ0 and f ∈ L̃p, there exists a unique
solution u to PDE (2.23) in the sense of Definition 2.16 such that

λ
β
2 |||u|||H̃α,p′ + |||∇2u|||p ⩽ C|||f |||p, (2.24)

where α ∈ [0, 2), p ∈ [p,∞], p′ ∈ [p,∞] with β := 2− α + d
p′
− d

p
> 0.
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Proof. As usual, it suffices to show the a priori estimate (2.24). Let T > 0, u be a solution
to (2.23) and ϕ be a nonnegative and nonzero smooth function on [0,∞) with ϕ(0) = 0.
Define ũ(t, x) := ϕ(t)u(x). Then, one sees that ũ is a solution to the following parabolic
equation in the sense of Definition 2.6:

∂tũ = aij∂i∂jũ− λũ+ b · ∇ũ− ϕf + ϕ′u, ũ(0) = 0.

By (2.19), we have for any α ∈ [0, 2), p′ ∈ [p,∞] with β := 2− α + d
p′
− d

p
> 0,

λ
β
2 |||ũ|||H̃α,p′ (T ) + |||∇2ũ|||L̃p(T ) ⩽ C|||ϕ′u− ϕf |||L̃p(T ),

which implies that

λ
β
2 |||u|||H̃α,p′ + |||∇2u|||p ⩽ C∥ϕ∥−1

∞ (∥ϕ′∥∞|||u|||p + ∥ϕ∥∞|||f |||p) ,

where ∥ϕ∥∞ := supt∈[0,T ] |ϕ(t)|. Noting that |||u|||p ⩽ |||u|||p′ , we obtain (2.24) and complete
the proof.

2.2.2 Localized mixed Lp spaces

In this part we show the well-posedness to the PDE (2.17) with drifts in mixed Lp
π-space.

For t > 0, let Ptf(x) = Ef(x+
√
2Wt) be the Gaussian heat semigroup, i.e.,

Ptf(x) =

∫
Rd

gt(x− y)f(y)dy, (2.25)

where

gt(x) := (4πt)−
d
2 e−

|x|2
4t .

First of all, we establish the following easy estimates about Pt.

Lemma 2.13. (i) For any p ∈ (1,∞)d, T > 0 and β ⩾ 0, there is a constant C =
C(T,p, β, d) > 0 such that for all f ∈ Lp

π and t ∈ (0, T ],

∥Ptf∥Cβ ⩽ Ct−
1
2
(β+| 1

p
|)∥f∥Lp

π
. (2.26)

(ii) For any q ⩾ p, there is a constant C = C(q,p, d) > 0 such that for all f ∈ Lp
π and

t > 0,

∥∇Ptf∥Lq
π
⩽ Ct−

1
2
(1+| 1

p
|−| 1

q
|)∥f∥Lp

π
. (2.27)
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Proof. (i) Note that for m = 0, 1, · · · ,

∇mPtf(x) =

∫
Rd

∇mgt(x− y)f(y)dy.

For 1
q
+ 1

p
= 1, by Hölder’s inequality (2.7) and the scaling, we have

∥∇mPtf∥∞ ⩽ ∥∇mgt∥Lq
π
∥f∥Lp

π
= t−

1
2
(m+| 1

p
|)∥∇mg1∥Lq

π
∥f∥Lp

π
,

where ∥∇mg1∥Lq
π
< ∞. Then estimate (2.26) follows by the interpolation theorem for

Hölder spaces.
(ii) For r ∈ [1,∞]d with 1

p
+ 1

r
= 1 + 1

q
, by Young’s inequality (2.8) and the scaling,

we have
∥∇Ptf∥Lq

π
⩽ ∥∇gt∥Lr

π
∥f∥Lp

π
= t−

1
2
(1+d−| 1

r
|)∥∇g1∥Lr

π
∥f∥Lp

π
.

Then estimate (2.27) follows because ∥∇g1∥Lr
π
<∞.

We introduce the following index sets for later use:

I o :=
{
(q,p) ∈ (2,∞)1+d : | 1

p
|+ 2

q
< 1
}
, (2.28)

and

Im :=
{
(q,p) ∈ (1,∞)1+d : | 1

p
|+ 2

q
< m

}
, m = 1, 2. (2.29)

Remark 2.14. We note that I o ⊂ I1. For (q,p) ∈ I o, it holds that ( q
2
, p
2
) ∈ I2.

For λ ⩾ 0 and f ∈ LqT (Lp
π), we define

u(t, x) :=

∫ t

0

e−λ(t−s)Pt−sf(s, x)ds, t > 0,

which solves the following non-homeogenous heat equation

∂tu = 1
2
∆u− λu+ f, u(0) = 0.

Lemma 2.15. (i) For any T > 0, (q,p) ∈ I2 and β ∈ [0, 2 − | 1
p
| − 2

q
), there is a

constant C = C(T, d, q,p, β) > 0 such that for all λ ⩾ 0,

(1 ∨ λ)
1
2
(2−β−| 1

p
|− 2

q
)∥u∥L∞

T (Cβ) ⩽ C∥f∥Lq
T (Lp

π). (2.30)

(ii) For any T > 0, (q,p) ∈ I2 and (q′,p′) ⩾ (q,p) with | 1
p
|+ 2

q
< | 1

p′ |+ 2
q′
+ 1, there is

a constant C = C(T, d, q,p, q′,p′) > 0 such that for all λ ⩾ 0,

(1 ∨ λ)
1
2
(1+| 1

p′ |+
2
q′−| 1

p
|− 2

q
)∥∇u∥Lq′

T (Lp′
π )

⩽ C∥f∥Lq
T (Lp

π). (2.31)
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(iii) For any T > 0, (q,p) ∈ I1 and λ ⩾ 0, there is a constant C = C(λ, T, d, q,p) > 0
such that for all 0 ⩽ t0 < t1 ⩽ T ,

∥u(t1)− u(t0)∥∞ ⩽ C(t1 − t0)
1
2∥f∥Lq

T (Lp
π). (2.32)

Proof. (i) For β ∈ [0, 2− | 1
p
| − 2

q
), by (2.26) and Hölder’s inequality in the time variable,

we have

∥u(t)∥Cβ ≲
∫ t

0

e−λ(t−s)(t− s)−
1
2
(β+| 1

p
|)∥f(s)∥Lp

π
ds

⩽

(∫ t

0

(
e−λss−

1
2
(β+| 1

p
|)) q

q−1ds

)1− 1
q

∥f∥Lq
T (Lp

π)

≲ (1 ∨ λ)−
1
2
(2−β−| 1

p
|− 2

q
)∥f∥Lq

T (Lp
π).

(ii) For (q′,p′) ⩾ (q,p) with | 1
p
|+ 2

q
< | 1

p′ |+ 2
q′
+ 1, by (2.27) we have

∥∇u(t)∥Lp′
π
≲
∫ t

0

e−λ(t−s)(t− s)
− 1

2
(1+| 1

p
|−| 1

p′ |)∥f(s)∥Lp
π
ds.

Let r ⩾ 1 be defined by 1
r
= 1

q′
+ 1− 1

q
. By Young’s inequality we further have

∥∇u∥Lq′
T (Lp′

π )
≲

(∫ T

0

e−rλss
− r

2
(1+| 1

p
|−| 1

p′ |)ds

)1/r

∥f∥Lq
T (Lp

π)

≲ (1 ∧ λ)
1
r
− 1

2
(1+| 1

p
|−| 1

p′ |)∥f∥Lq
T (Lp

π).

(iii) For 0 ⩽ t0 < t1 ⩽ T , by definition we have

u(t1)− u(t0) =

∫ t0

0

e−λ(t1−s)(Pt1−s − Pt0−s)f(s, x)ds

+ (e−λ(t1−t0) − 1)

∫ t0

0

e−λ(t0−s)Pt0−sf(s, x)ds

+

∫ t1

t0

e−λ(t1−s)Pt1−sf(s, x)ds

=: I1 + I2 + I3.

For I1, noting that

∥Ptf − f∥∞ ⩽
1

2

∫ t

0

∥∆Psf∥∞ds ≲

(∫ t

0

s−
1
2ds

)
∥∇f∥∞ ≲ t

1
2∥∇f∥∞,
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by (2.26) and Hölder’s inequality, we have

∥I1∥∞ ≲ (t1 − t0)
1
2

∫ t0

0

∥∇Pt0−sf(s)∥∞ds

≲ (t1 − t0)
1
2

∫ t0

0

(t0 − s)−
1
2
(1+| 1

p
|)∥f(s)∥Lp

π
ds

≲ (t1 − t0)
1
2 t

1
2
(1− 2

q
−| 1

p
|)

0 ∥f∥Lq
T (Lp

π),

and because 1− e−λ(t1−t0) ⩽ λ(t1 − t0),

∥I2∥∞ ≲ λ(t1 − t0)∥f∥Lq
T (Lp

π).

For I3, as above, by (2.26) and Hölder’s inequality, we have

∥I3∥∞ ≲

(∫ t1−t0

0

(
e−λss−

1
2
| 1
p
|) q

q−1ds

)1− 1
q

∥f∥Lq
T (Lp

π) ⩽ (t1 − t0)
1− 1

2
( 2
q
+| 1

p
|)∥f∥Lq

T (Lp
π).

Combining the above estimates and because 2
q
+ | 1

p
| < 1, we obtain (2.32).

Now we shall study the following second order parabolic PDE in R+ × Rd:

∂tu = tr(a · ∇2u) + b · ∇u− λu+ f, u(0) = 0, (2.33)

where λ ⩾ 0, a := σσ∗/2, σ satisfies (Aσ) and

b, f ∈ L1
loc(R+ × Rd).

We introduce the following notion of solutions to PDE (2.33).

Definition 2.16. Let T > 0 and UT ⊂ L1
loc(R+×Rd) be some subclass of locally integrable

functions. We call u ∈ UT a solution of PDE (2.33) if for all t ∈ [0, T ] and φ ∈ Cc(Rd),

⟨u(t), φ⟩ =
∫ t

0

⟨tr(a · ∇2u) + b · ∇u, φ⟩ds− λ

∫ t

0

⟨u, φ⟩ds+
∫ t

0

⟨f, φ⟩ds,

where we have implicitly assumed that ∇2u ∈ L1
loc and ∇u ∈ L∞

loc so that the terms on the
right hand side are well defined. Here UT will be specified below in the respective cases.

We first show the following result for bounded drift b (see [74, Theorem 2.1]).

Theorem 2.17. Let T > 0 and (q,p) ∈ (1,∞)1+d. Suppose that (Aσ) holds and b is

bounded measurable. Then for any f ∈ L̃qT (L̃p
π) and β ∈ [0, 2 − | 1

p
| − 2

q
), there exists a

unique solution u ∈ UT in the sense of Definition 2.16, where UT consists of all u with

(1 ∨ λ)
1
2
(2−β−| 1

p
|− 2

q
)∥u∥L∞

T (Cβ) + |||∇2u|||L̃q
T (L̃p

π) ⩽ C|||f |||L̃q
T (L̃p

π). (2.34)
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Here and below, the constant C = C(T, κ0, d,p, q, β, ∥b∥L∞
T
) > 0 is independent of λ.

Moreover, for any (q′,p′) ⩾ (q,p) with | 1
p
|+ 2

q
< | 1

p′ |+ 2
q′
+ 1, we also have

(1 ∨ λ)
1
2
(1+| 1

p′ |+
2
q′−| 1

p
|− 2

q
)|||∇u|||L̃q′

T (L̃p′
π )

⩽ C|||f |||L̃q
T (L̃p

π), (2.35)

and for all 0 ⩽ t0 ⩽ t1 ⩽ T ,

∥u(t1)− u(t0)∥∞ ⩽ C(λ)(t1 − t0)
1
2 |||f |||L̃q

T (L̃p
π). (2.36)

Proof. We only prove the a priori estimates (2.34), (2.35) and (2.36). The existence is
then standard by mollifying the coefficients and a compactness argument. Fix r > 0. Let
χrz be the cutoff function in (2.1) and wz := uχrz. It is easy to see that

∂twz = tr(a · ∇2wz)− λwz + gz, wz(0) = 0, (2.37)

where
gz := tr(a · ∇2u)χrz − tr(a · ∇2wz) + (b · ∇u)χrz + fχrz.

Let (q,p) ∈ (1,∞)1+d. By [74, Theorem 2.1], there is a constant C = C(T, κ0, d,p, q) > 0
such that

∥wz∥L∞
T (Lp

π) + ∥∇2wz∥Lq
T (Lp

π) ≲C ∥gz∥Lq
T (Lp

π). (2.38)

On the other hand, we can write (2.37) as

∂twz = ∆wz − λwz + tr((a− I) · ∇2wz) + gz, wz(0) = 0,

and by Duhamel’s formula,

wz(t, x) =

∫ t

0

e−λ(t−s)Pt−s(tr((a− I) · ∇2wz) + gz)(s, x)ds.

Note that by (2.38),

∥tr((a− I) · ∇2wz) + gz∥Lq
T (Lp

π) ≲ ∥gz∥Lq
T (Lp

π). (2.39)

For β ∈ [0, 2− | 1
p
| − 2

q
), by (2.30) and (2.39) we have

(1 ∨ λ)
1
2
(2−β−| 1

p
|− 2

q
)∥wz∥L∞

T (Cβ) ≲ ∥gz∥Lq
T (Lp

π). (2.40)

For (q′,p′) ⩾ (q,p) with | 1
p
|+ 2

q
< | 1

p′ |+ 2
q′
+ 1, by (2.31) and (2.39) we have

(1 ∨ λ)
1
2
(1+| 1

p′ |+
2
q′−| 1

p
|− 2

q
)∥∇wz∥Lq′

T (Lp′
π )

≲ ∥gz∥Lq
T (Lp

π). (2.41)
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For 0 ⩽ t0 < t1 ⩽ T , by (2.32) and (2.39) we have

∥wz(t1)− wz(t0)∥∞ ≲ (t1 − t0)
1
2∥gz∥Lq

T (Lp
π). (2.42)

Since χ2r
z ∇jχrz = ∇jχrz for j = 0, 1, 2, we have

∥gz∥Lq
T (Lp

π) ≲ ∥∇u∇χrz∥Lq
T (Lp

π) + ∥u∇2χrz∥Lq
T (Lp

π) + ∥b∥L∞
T
∥∇uχrz∥Lq

T (Lp
π)

⩽ (∥∇χrz∥∞ + ∥b∥L∞
T
)∥∇uχ2r

z ∥Lq
T (Lp

π) + ∥∇2χrz∥∞∥uχ2r
z ∥Lq

T (Lp
π).

Substituting this into (2.38), (2.40), (2.41) and (2.42) and taking supremum in z ∈ Rd,
we obtain

|||u|||L̃∞
T (L̃p

π) + |||∇2u|||L̃q
T (L̃p

π) ≲ |||f |||L̃q
T (L̃p

π) + |||∇u|||L̃q
T (L̃p

π) + |||u|||L̃q
T (L̃p

π), (2.43)

and for β ∈ [0, 2− | 1
p
| − 2

q
),

(1 ∧ λ)
1
2
(2−β−| 1

p
|− 2

q
)∥u∥L∞

T (Cβ) ≲ |||f |||L̃q
T (L̃p

π) + |||∇u|||L̃q
T (L̃p

π) + |||u|||L̃q
T (L̃p

π), (2.44)

and for (q′,p′) ⩾ (q,p) with | 1
p
|+ 2

q
< | 1

p′ |+ 2
q′
+ 1,

(1 ∨ λ)
1
2
(1+| 1

p′ |+
2
q′−| 1

p
|− 2

q
)|||∇u|||L̃q′

T (L̃p′
π )

≲ |||f |||L̃q
T (L̃p

π) + |||∇u|||L̃q
T (L̃p

π) + |||u|||L̃q
T (L̃p

π), (2.45)

and for all 0 ⩽ t0 < t1 ⩽ T ,

∥u(t1)− u(t0)∥∞ ≲ (t1 − t0)
1
2

(
|||f |||L̃q

T (L̃p
π) + |||∇u|||L̃q

T (L̃p
π) + |||u|||L̃q

T (L̃p
π)

)
. (2.46)

Note that by the interpolation inequality, for any ε ∈ (0, 1),

|||∇u|||L̃q
T (L̃p

π) ⩽ ε|||∇2u|||L̃q
T (L̃p

π) + Cε|||u|||L̃q
T (L̃p

π).

Substituting this into (2.43) and choosing ε small enough, we derive that for any t ∈ [0, T ],

|||u(t)|||L̃p
π
+ |||∇2u|||L̃q

T (L̃p
π) ≲ |||f |||L̃q

T (L̃p
π) +

(∫ t

0

|||u(s)|||q
L̃p
π
ds

)1/q

.

By Gronwall’s inequality, we get

|||u|||L∞
T (L̃p

π) + |||∇2u|||L̃q
T (L̃p

π) ⩽ C|||f |||L̃q
T (L̃p

π),

which together with (2.44), (2.45) and (2.46) yields (2.34), (2.35) and (2.36).
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Remark 2.18. For any T, γ > 0 and (q,p) ∈ I2, there is a C = C(T, γ, d, q,p) > 0 such
that

sup
x

E
(∫ T

0

h(s, x+Wγs)ds

)
⩽ C|||h|||L̃q

T (L̃p
π). (2.47)

Indeed, let a =
√
γ/2I, b = 0, λ = 0 and f(s, x) = h(T − s, x) in PDE (2.33). By (2.34)

we have

E
(∫ T

0

h(s, x+Wγs)ds

)
=

∫ T

0

Pγ(T−s)f(s, x)ds = u(T, x) ≲ |||f |||L̃q
T (L̃p

π) = |||h|||L̃q
T (L̃p

π).

In particular, once we have the Gaussian type density estimate for SDEs, then by (2.47),
we immediately have the Krylov estimate as we shall see in Theorem 3.14 below.

Next we consider the drift b being in the mixed Lp-space, where each component bi
may lie in a different mixed Lp-space. Thus the second order generalized derivative of u
stays in a direct sum space of mixed Lp-spaces. To solve (2.33), we consider the followng
systems:{

∂tu0 = tr(a · ∇2u0)− λu0 + f, u0(0) = 0,

∂tui = tr(a · ∇2ui) + bi · ∂i(
∑d

j=0 uj)− λui, ui(0) = 0, i = 1, .., d.
(2.48)

Clearly, u :=
∑d

j=0 uj solves the original scalar PDE (2.33). The following result seems
to be new and is the cornerstone of studying SDEs with singular mixed Lp-coefficients.

Theorem 2.19. Let T > 0. Suppose (Ha) and for some (qi,pi) ∈ I1 and πi ∈ Sd,
i = 1, · · · , d,

∥b1∥L̃q1
T (L̃p1

π1
) + · · ·+ ∥bd∥L̃qd

T (L̃pd
πd

) ⩽ κ1 <∞. (2.49)

Let π0 ∈ Sd and (q0,p0) ∈ I1. Define

ϑ := 1− max
i=0,··· ,d

(| 1
pi
|+ 2

qi
). (2.50)

For any f ∈ L̃q0T (L̃
p0
π0) and β ∈ [0, ϑ), there is a constant C0 = C0(T, κ0, d,pi, qi, β) ⩾ 1 so

that for all λ ⩾ C0κ
2/ϑ
1 , there exists a unique solution u ∈ UT to PDE (2.33) in the sense

of Definition 2.16, where UT consists of all u = u0 + u1 + · · · + ud with (u0, u1, ..., ud)
solves (2.48) and

λ
1
2
(ϑ−β)∥u∥L∞

T (C1+β) +
d∑
i=0

|||∇2ui|||L̃qi
T (L̃pi

πi
) ⩽ C1|||f |||L̃q0

T (L̃p0
π0

), (2.51)

where C1 = C1(T, κ0, d,pi, qi, β) > 0 is independent of λ and κ1. Moreover, for all
0 ⩽ t0 ⩽ t1 ⩽ T ,

∥u(t1)− u(t0)∥∞ ⩽ C(λ)(t1 − t0)
1
2 |||f |||L̃q0

T (L̃p0
π0

). (2.52)
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Proof. Again we only show the a priori estimate (2.51) since then the existence can be
shown by a compactness argument. Let u = u0+u1+ · · ·+ud, where (u0, u1, ..., ud) solves
(2.48). Let λ ⩾ 1 and β ∈ [0, ϑ) with ϑ being defined by (2.50). By Theorem 2.17 with
b = 0, we have

λ
1
2
(1−| 1

p0
|− 2

q0
−β)∥u0∥L∞

T (C1+β) + |||∇2u0|||L̃q0
T (L̃p0

π0
) ≲ |||f |||L̃q0

T (L̃p0
π0

),

and
∥u0(t1)− u0(t0)∥∞ ⩽ C(λ)(t1 − t0)

1
2 |||f |||L̃q0

T (L̃p0
π0

),

and for each i = 1, · · · , d,

λ
1
2
(1−| 1

pi
|− 2

qi
−β)∥ui∥L∞

T (C1+β) + |||∇2ui|||L̃qi
T (L̃pi

πi
) ≲ |||bi · ∂iu|||L̃qi

T (L̃pi
πi

) ≲ |||bi|||L̃qi
T (L̃pi

πi
)∥∂iu∥L∞

T
,

and
∥ui(t1)− ui(t0)∥∞ ⩽ C(λ)(t1 − t0)

1
2 |||bi|||L̃qi

T (L̃pi
πi

)∥∂iu∥L∞
T
.

Summing up the above inequalities for i from 0 to d, we obtain

λ
1
2
(ϑ−β)∥u∥L∞

T (C1+β) +
d∑
i=0

|||∇2ui|||L̃qi
T (L̃pi

πi
) ⩽ C1|||f |||L̃q0

T (L̃p0
π0

) + C2κ1∥∇u∥L∞
T
,

where C1, C2 only depend on T, κ0, d,pi, qi, β, and

∥u(t1)− u(t0)∥∞ ⩽ C(λ)(t1 − t0)
1
2

(
κ1∥∇u∥L∞

T
+ |||f |||L̃q0

T (L̃p0
π0

)

)
.

Choosing C0 = (C2/2)
2/ϑ ∨ 1, we obtain (2.51) and (2.52) for all λ ⩾ C0κ

2/ϑ
1 .

2.3 Strong solutions, weak solutions and martingale

solutions to SDEs and DDSDEs

In order to make the definition of solutions to the SDEs clear, we recall some classical
terminology. Let (Ω,F , (Ft)t⩾0,P) be a probability space equipped with a filtration. We
consider the following SDE:

Xt = X0 +

∫ t

0

b(s,Xs)ds+

∫ t

0

σ(s,Xs)dWs, (2.53)

where b : R+×Rd → Rd, σ : R+×Rd → Rd⊗Rd are measurable and (Wt)t⩾0 is a standard
d-dimensional Brownian motion. Then we call (Xt)t⩾0
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• a weak solution to SDE (2.53), if one can construct a filtered probability space
(Ω,F , (Ft)t⩾0,P) and a adapted d-dimensional Brownian motion (Wt)t⩾0 under P
such that (2.53) holds P-a.s. and∫ t

0

|b(s,Xs)|ds+
∫ t

0

∥σ(s,Xs)∥2HSds <∞ P-a.s. (2.54)

• a strong solution if it is a weak solution and (Xt)t⩾0 is adapted to the Brownian
fitration FW

t := σ(Ws, s ∈ [0, t]).

Moreover, we call

• uniqueness in law holds for SDE (2.53) if every weak solution X to SDE (2.53),
possibly on different probability spaces, has the same law in P(CT ) for any T > 0;

• pathwise uniqueness holds for SDE (2.53), if on any given filtered probability space
with any given Brownian motion, any two weak solutions to SDE (2.53) with the
same initial data X0 ∈ F0 coincide P-a.s. in the path space C(R+;Rd).

We also call a

• weak well-posedness holds for SDE (2.53), if there is a unique weak solution in the
sense of uniqueness in law;

• strong well-posedness holds for SDE (2.53), if there is a unique strong solution in
the sense of pathwise uniqueness.

It is well-known that

• when weak well-posedness holds for SDE (2.53) with any initial data x, then weak
well-posedness holds for SDE (2.53) with any initial data X0 ∈ F0 (see [86, Propo-
sition 1.4, page 367]). If we denote by P(x) and P the law of the unique solution to
SDE (2.53) in P(C(R+;Rd)) when X0 = x and X0 = ξ ∈ F0 respectively, then

P =

∫
Rd

P(x)P ◦ (ξ)−1(dx).

• (Yamada-Watanabe’s theorem) if pathwise uniqueness holds, then uniqueness in law
holds and every weak solution is strong (see [86, Theorem 1.7, page 368]). Also, see
[86, Exercise 1.20, page 375] for a converse version.

• when strong well-posedness holds for SDE (2.53) with any initial data x. There is
a measurable function Φ on Rd × C(R+;Rd) such that for any filtered probability
space (Ω,F , (Ft)t⩾0,P) thereon a X0 ∈ F0 and a adapted d-dimensional Brownian
motion (Wt)t⩾0,

Xt := Φ(X0,Wt)

is the unique strong solution to SDE (2.53) (see [86, Remark 2, page 369]).
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Next, we consider the following distribution density-distribution dependent SDE (ab-
breviated as dDDSDE):

dXt = b(t,Xt, ρt(Xt), µXt)dt+ σ(t,Xt)dWt, (2.55)

where ρt(x) is the density of Xt and b(t, x, r, µ) : R+ × Rd × R+ × P(Rd) → Rd is a
measurable function. The following is the definition of weak solution to dDDSDE (2.55).

Definition 2.20. Let U := (Ω,F ,P, (Ft)t⩾0) be a stochastic basis and (X,W ) be a pair
of continuous Ft-adapted processes. Let µ0 ∈ P(Rd). We call (X,W,U) a solution of
dDDSDE (2.55) with initial distribution µ0 if

(i) µ0 = P ◦X−1
0 and W is a standard Brownian motion on U.

(ii) For each t > 0, the distribution µXt of Xt admits a density ρt,∫ t

0

|b(s,Xs, ρs(Xs), µXs)|ds+
∫ t

0

|σ(s,Xs)|2ds <∞, a.s.,

and

Xt = X0 +

∫ t

0

b(s,Xs, ρs(Xs), µXs)ds+

∫ t

0

σ(s,Xs)dWs, a.s.

We call (Xt)t⩾0 a strong solution to dDDSDE (2.55), if it is a weak solution to dDDSDE
(2.55), and for b(t, x) := b(t, x, ρt(x), µXt), (Xt)t⩾0 is a strong solution to SDE (2.53). We
also say weak well-posedness and strong well-posedness for dDDSDE (2.55) when we fix
b(t, x) := b(t, x, ρt(x), µXt) and regard it as SDE (2.53).

Let T > 0 and CT be the space of all continuous functions from [0, T ] to Rd. We
use ω to denote a path in CT and by wt(ω) = ωt to denote the coordinate process. Let
Bt := σ{ws, s ⩽ t} be the natural filtration. We also introduce the following notion of
martingale solutions to dDDSDE (2.55).

Definition 2.21. Let µ0 ∈ P(Rd). A probability measure P ∈ P(CT ) is called a martin-
gale solution of dDDSDE (2.55) with initial distribution µ0 if P ◦ w−1

0 = µ0 and for any
f ∈ C2

0(Rd), the process

M f
t (ω) := f(wt)− f(w0)−

∫ t

0

(
1
2
tr((σσ∗)(s, ws) · ∇2) + b(s, ws, ρs(ws), µs) · ∇

)
f(ws)ds

(2.56)

is a Bt-martingale, where µs := P ◦ w−1
s has a density ρs(x). We shall use M σ,b

µ0
to

denote the set of all martingale solutions of dDDSDE (2.55) associated with σ, b and
initial distribution µ0.

Remark 2.22. It is well known that weak solutions are equivalent to the martingale
solutions (see [97]). If we consider the classical SDE, i.e., b only depends on (t, x), and if
for each starting point (s, x), there is a unique martingale solution starting from (s, x),
then as usual, we say the martingale problem is well-posed.
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2.4 Some well-known results about relative entropy

In this section we recall the notion and some basic facts about the relative entropy. Let
E be a Polish space and µ, ν be two probability measures on E. The relative entropy
H(µ|ν) is defined by

H(µ|ν) :=


∫
E

dµ

dν
log
(dµ
dν

)
dν, µ≪ ν,

∞, otherwise.

(2.57)

Since x 7→ x log x is convex on [0,∞), by Jensen’s inequality, we have H(µ|ν) ⩾ 0. Here
we give a brief proof to the following data processing inequality.

Lemma 2.23. Let E,F be two Polish spaces. Let µ, ν ∈ P(E) and X : E → F be
measurable. Then, we have

H(ν ◦X−1|µ ◦X−1) ⩽ H(ν|µ).

Proof. Without loss of generality, we assume that H(ν|µ) = ∞ and ν ≪ µ. First of all,
it is easy to see that ν ≪ µ implies ν ◦X−1 ≪ µ ◦X−1. We set

f(x) :=
dν

dµ
(x), x ∈ E and g(y) :=

dν ◦X−1

dµ ◦X−1
(y), y ∈ F.

By definition, for any bounded measurable funtion φ on F , we have∫
E

φ(X(x))g(X(x))µ(dx) =

∫
F

φ(y)g(y)µ ◦X−1(dy) =

∫
F

φ(y)ν ◦X−1(dy)

=

∫
E

φ(X(x))ν(dx) =

∫
E

φ(X(x))f(x)µ(dx),

which implies that g ◦X = Eµ[f |σ(X)] and by Jensen’s inequality for conditional expec-
tation that

g(X(x)) log g(X(x)) ⩽ Eµ[f log f |σ(X)](x), µ-a.e.

Therefore, we have

H(ν ◦X−1|µ ◦X−1) =

∫
F

g(y) log g(y)µ ◦X−1(dy) =

∫
E

g(X(x)) log g(X(x))µ(dx)

⩽
∫
E

f(x) log f(x)µ(dx) = H(µ|ν)

and complete the proof.
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The following theorem contains the main tools used below (see [12, Theorem 2.1(ii)],
[31, Lemma 1.4.3(a)] and [29, Lemma 3.9]).

Theorem 2.24. (i) (Pinsker’s inequality) For any two probability measures µ, ν,

∥µ− ν∥2var ⩽ 2H(µ|ν). (2.58)

(ii) (The weighted Pinsker inequality) For any µ, ν ∈ P(E) and Borel measurable func-
tion f ,

|⟨µ− ν, f⟩|2 ⩽ 2

(
1 + log

∫
E

ef(x)
2

ν(dx)

)
H(µ|ν). (2.59)

(iii) (Variational representation of the relative entropy) For any µ, ν ∈ P(E),

H(µ|ν) = sup
ψ∈Bb(E)

(∫
E

ψdµ− log

∫
E

eψdν

)
, (2.60)

where Bb(E) is the set of all bounded Borel measurable functions.

(iv) (Dimensional bounds on entropy) Let µN be a symmetric probability measure on EN

and µ ∈ P(E). Then for any k ⩽ N ,

H
(
µN,k|µ⊗k) ⩽ 2k

N
H
(
µN |µ⊗N), (2.61)

where µN,k is the marginal distribution of the first k-component of µN .

At the end of this section, we introduce the following entropy formula for the weak
solutions of SDEs, which is a consequence of Girsanov’s theorem (see [70, Lemma 4.4 and
Remark 4.5] for the most general form).

Lemma 2.25. For i = 1, 2, let bi : R+ × Rd → Rd be two measurable functions. Suppose
that for each i = 1, 2 that the SDE

dX i
t = bi(t,X i

t)dt+ σ(t,X i
t)dW

i
t , (2.62)

admits a unique weak solution on [0, T ] and for any κ > 0 and initial data X i
0,

E{exp
(
κ

∫ T

0

|(σ−1bi)(t,Xj
t )|2dt

)
} <∞, ∀i, j = 1, 2. (2.63)

Let Pi ∈ P(CT ) denotes the law of (X i
t)t∈[0,T ] and µ

i
t := Pi ◦ (ωt)−1, i = 1, 2. Then for all

t ∈ [0, T ] we have

H(µ1
t |µ2

t ) ⩽ H(µ1
0|µ2

0) +
1

2
EP1

(∫ t

0

|σ−1(s, ws)(b
1(s, ws)− b2(s, ws))|2ds

)
. (2.64)
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Proof. Without loss of generality, we only prove for t = T . Let Pi(x) ∈ P(CT ) be the
law of the unique weak solution to SDE (2.62) when X i

0 = x. Recall that ω ∈ CT is the
canonical process. Under Pi(x),

W i
t :=

∫ t

0

σ−1(s, ωs)dωs −
∫ t

0

(σ−1bi)(s, ωs)ds

is a Brownian motion. Then, under assumption (2.63), by Novikov’s criterion and Gir-
sanov’s theorem,

Mt := exp

(∫ t

0

(
σ−1(b2 − b2)

)
((s, ωs))dW

1
s − 1

2

∫ t

0

|σ−1(s, ws)(b
1(s, ws)− b2(s, ws))|2ds

)
,

t ∈ [0, T ], is a P1(x)-martingale, and process

W̃t := W 1
t +

∫ t

0

(σ−1(b1 − b2))(s, ωs)ds, t ∈ [0, T ],

is a Brownian motion under the probability measure defined by dQ(x) :=MTdP1(x). We
note that ω0 = x under both P2(x) and Q(x). By the well-posedness of SDE (2.62) for
i = 2, we have MTdP1(x) = dP2(x), which implies that

H(P1(x)|P2(x)) = −EP1(x)[logMT ]

=
1

2
EP1(x)

(∫ t

0

|σ−1(s, ws)(b
1(s, ws)− b2(s, ws))|2ds

)
.

(2.65)

On the other hand, by the weak uniqueness of SDE (2.62) for i = 1, 2, we have

Pi =
∫
Rd

Pi(x)µi0(dx). (2.66)

Moreover, by [14, Theorem 2.6], we have

H(P1 ⊗ µ1
0|P2 ⊗ µ2

0) = H(µ1
0|µ2

0) +

∫
Rd

H(P1(x)|P2(x))µ
1
0(dx), (2.67)

where P1 ⊗ µ1
0 := Pi(x, dω)µi0(dx) ∈ P(CT × Rd). Now, we let Y : CT × Rd → CT be

Y (ω, x) := ω. Then, in light of (2.66), one sees that

Pi =
(
Pi ⊗ µi0

)
◦ Y −1.

Thus, by Lemma 2.23, (2.67), (2.65) and (2.66), we have

H(P1|P2) ⩽ H(µ1
0|µ2

0) +
1

2
EP1

(∫ t

0

|σ−1(s, ws)(b
1(s, ws)− b2(s, ws))|2ds

)
.

In view of the definition, µit = Pi◦(ωt)−1, by Lemma 2.23 again, we complete the proof.
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SDEs with singular coefficients

3.1 Strong well-posedness of SDEs with localized mixed

Lp drifts

In this section, we will introduce the main method applied in this thesis-Zvonkin’s trans-
formation. In Section 3.1.1, we give a brife proof of the results in [109] so that one can
grasp the main points of Zvonkin’s argument. Combining the Zvonkin’s transformation
and the results of PDE (2.33) in Theorem 2.19, we give the proof to following strong
well-posedness results in Section 3.1.2:

Theorem 3.1. Let T > 0 and x ∈ Rd. Assume that the following (Hσ
mix) holds and for

some (qi,pi) ∈ I o, πi ∈ Sd, i = 1, 2, .., d, (2.49) holds.

(Hσ
mix) There are κ0 ⩾ 1 and θ ∈ (0, 1] such that for all t ⩾ 0 and x, x′, ξ ∈ Rd,

κ−1
0 |ξ| ⩽ |σ(t, x)ξ| ⩽ κ0|ξ|, ∥σ(t, x)− σ(t, x′)∥HS ⩽ κ0|x− x′|θ, (3.1)

where ∥ · ∥HS is the usual Hilbert-Schmidt norm of a matrix. Moreover, for some
(q0,p0) ∈ I o and π0 ∈ Sd and any T > 0,

∥∇σ∥Lq0
T (L̃p0

π0
) ⩽ κ0. (3.2)

Then there is a unique strong solution to the following SDE

dXt = b(t,Xt)dt+ σ(t,Xt)dWt, X0 = x. (3.3)

Remark 3.2. If we take d = Nd and for xN = (x1, .., xN) with xk ∈ Rd, k = 1, .., N , we
define

bi(x
N) :=

1

N

N∑
j=1

K(xi − xj)

49
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with some K ∈ L̃p
π(Rd), π ∈ Sd and p = (p1, ..pd) ∈ (2,∞]d, then we have bi ∈ L̃p̄i

πi(RNd)
with p̄i = (∞, ..,∞, p̄N(d−1)+1, ., p̄Nd) and πi = (d(i− 1) + 1, .., di, 1, .., d(i− 1), di+ 1, ..., Nd).
Here p̄N(d−1)+i = pi, i = 1, .., d. Moreover, | 1

p̄i
| = | 1

p
|. Thus, when | 1

p
| < 1, we obtain the

strong well-posedness for the following N -particle systems

dXN,i
t =

1

N

N∑
j=1

K(XN,i
t −XN,j

t )dt+ dW i
t .

In particular, when K ∈ L̃p(Rd), | 1
p
| = d

p
, the condition is p > d ∨ 2.

3.1.1 Strong well-posedness of SDE with localized Lp drifts- An
example for Zvonkin’s transformation

In this part, we will follow [116, 109] and prove the strong well-posedness of the SDE

(3.3) by using Zvonkin’s method, where b ∈ L̃p1q1 and σ : R+ ×Rd → Rd ⊗Rd satisfies the
following assumption

(Aσ) there exist constants c0 > 0 and θ ∈ (0, 1) such that for all (t, x, ξ) ∈ R+ × R2d,

c−1
0 |ξ|2 ⩽ |σ∗(t, x)ξ|2 ⩽ c0|ξ|2, ∥σ(t, x)− σ(t, y)∥HS ⩽ c0|x− y|θ,

where ∥ · ∥HS stands for the Hilbert-Schmidt norm of a matrix.

In the sequel, we set aij := 1
2

∑
k σikσjk. We note that the condition (Aσ) implies the

condition (Ha). In this part, we will prove the following result

Theorem 3.3. Assume b ∈ L̃p1q1 and ∇σ ∈ L̃p2q2 for some pi, qi ∈ [2,∞) with d/pi+2/qi < 1,
i = 1, 2. Then, for each x ∈ Rd, there is a unique strong solution Xt to SDE (3.3).

To this ends, the following Krylov type estimate will play a crucial role.

Lemma 3.4 (Krylov’s estimate). Let T > 0, b ∈ L̃p1q1 (T ) for some p1, q1 > 1 with d/p1 +
2/q1 < 1. Assume (Aσ) holds. Then, there is a unique weak solution (Xt)t∈[0,T ] to SDE
(3.3). MOreover, for any p, q ∈ (1,∞] with d/p+2/q < 2, there is a constant C > 0 such

that for any f ∈ L̃pq(t0, t1) and all 0 ⩽ t0 < t1 ⩽ T ,

E
(∫ t1

t0

|f(s,Xs)|ds
∣∣∣Ft0

)
⩽ C|||f |||L̃p

q(t0,t1)
. (3.4)

In order to show the proof, we need the following preparations. First, we give the
following two results under stronger conditions.
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Lemma 3.5. Let T > 0, b ∈ L̃p1q1 (T ) for some p1, q1 > 1 with d/p1 + 2/q1 < 1. Assume
(Aσ) holds. For any p ∈ (1, p1] and q ∈ (1, q1] with d/p + 2/q < 2, there is a constant

C > 0 such that for any weak solution Xt of SDE (3.3), any f ∈ L̃pq(t0, t1) and all
0 ⩽ t0 < t1 ⩽ T , (3.4) holds.

Proof. Without loss of generality, we assume f ⩾ 0 and p, q ̸= ∞. Indeedly, once p = ∞
or q = ∞, we can choose a p′ < p of q′ < q such that d/p′ + 2/q′ < 2 and f ∈ L̃p

′

q′(t0, t1).
Let λ0 be the constant in Lemma 2.8. For any t1 ∈ (0, T ], by Lemma 2.8, there is a unique

solution u ∈ H̃2,p
q (t1) with ∂tu ∈ L̃pq(t1) to the following backward equation:

∂tu+ aij∂i∂ju+ b · ∇u− λ0u = f, u(t1) = 0.

Let un := u ∗ Γn be the mollifying approximation of u in Rd+1. Set

Tnf := ∂tun + aij∂i∂jun + b · ∇un − λ0un.

For any R > 0, define a stopping time

τR := inf{t > 0 | |Xt| > R}. (3.5)

It follows (2.54) that

lim
R→∞

τR = ∞, a.e..

Since un ∈ C∞
b (Rd+1). In view of Itô’s formula, we have

E
(
un(t1 ∧ τR)

∣∣∣Ft0

)
− Eun(t0 ∧ τR) = E

(∫ t1∧τR

t0∧τR
(Tnf + λ0un)(s,Xs)ds

∣∣∣Ft0

)
.

Then, taking (α, p′, q′) = (0,∞,∞) in (2.18), one sees that

E
(∫ t1∧τR

t0∧τR
Tnf(s,Xs)ds

∣∣∣Ft0

)
⩽ (λ0 + 2)∥un∥L∞(t0,t1) ≲ |||Tnf |||L̃p

q(t0,t1)
. (3.6)

In particular, letting R → ∞ and 0 = t0 ⩽ t1 = T , we have

E
(∫ T

0

Tnf(s,Xs)ds

)
≲ |||Tnf |||L̃p

q(T )
. (3.7)

Now we claim for any R > 0,

lim
n→∞

∥(Tnf − f)χ2R∥Lp
q(T ) = 0. (3.8)
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In fact, based on (2.13) and (2.19), by Hölder’s inequality, we have

lim
n→∞

∥(Tnf − f)χR∥Lp
q(T ) ≲ lim

n→∞

(
∥(∂tu− ∂tun)χR∥Lp

q
+ ∥(∇2u−∇2un)χR∥Lp

q(T )

+ ∥(u− un)χR∥Lp
q
+ ∥b · (∇u−∇un)χR∥Lp

q(T )

)
≲ lim

n→∞
∥bχ2R∥Lp1

q1
(T )∥(∇u−∇un)χR∥Lp′

q′ (T )
= 0,

where 1/q1 + 1/q′ = 1/q and 1/p1 + 1/p′ = 1/p. Hence,

A := {TnfχR | n ∈ N, f ∈ L̃pq(T )}

is a dense subset of Lq((0, T );Lp(BR)), which by (3.7) implies that for almost every s ∈
[0, T ], Xs admits a distributional density p(s, y) ∈ Lq̄((0, T );Lp̄(BR)) where 1/q̄+1/q = 1
and 1/p̄+ 1/p = 1. As a result, by Hölder’s equation, we have for any R > 0,

lim
n→∞

E
(∫ t1∧τR

t0∧τR
|Tnf − f |(s,Xs)ds

)
⩽ lim

n→∞

∫ t1

t0

∫
Rd

χ2R(y)|Tnf − f |(s, y)p(s, y)ds

≲ lim
n→∞

|||(Tnf − f)χ2R|||L̃p
q(t0,t1)

= 0.

Therefore, letting n→ ∞ first and R → ∞ in (3.6), we have

E
(∫ t1

t0

f(s,Xs)ds
∣∣∣Ft0

)
≲ |||f |||L̃p

q(t0,t1)

and complete the proof.

Based on the method in [110, Lemma 5.5], when d/p + 2/q < 1, we can drop the
conditions p ⩽ p1 and q ⩽ q1.

Lemma 3.6. Let T > 0, b ∈ L̃p1q1 (T ) for some p1, q1 > 1 with d/p1 + 2/q1 < 1. Assume
(Aσ) holds. For any p, q ∈ (1,∞] with d/p+2/q < 1, there is a constant C > 0 such that

for any weak solution Xt of SDE (3.3), any f ∈ L̃pq(t0, t1) and all 0 ⩽ t0 < t1 ⩽ T , (3.4)
holds.

Proof. For any t1 ∈ (0, T ], by Lemma 2.8, there is a unique solution u ∈ H̃2,p
q (t1) with

∂tu ∈ L̃pq(t1) to the following backward equation without drift:

∂tu+ aij∂i∂ju− λ0u = f, u(t1) = 0.

Let un := u ∗ Γn and set

fn := ∂tun + aij∂i∂jun − λ0un.
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Based (3.8), we have

lim
n→∞

∥(fn − f)χR∥Lp
q
= 0.

By Itô’s formula, one sees that

E
(
un(t1 ∧ τR)

∣∣∣Ft0

)
− Eun(t0 ∧ τR) =E

(∫ t1∧τR

t0∧τR
(fn + λ0un)(s,Xs)ds

∣∣∣Ft0

)
+ E

(∫ t1∧τR

t0∧τR
(b · ∇un)(s,Xs)ds

∣∣∣Ft0

)
,

which by taking (α, p′, q′) = (0,∞,∞) and (1,∞,∞) in (2.18) implies that

E
(∫ t1∧τR

t0∧τR
fn(s,Xs)ds

∣∣∣Ft0

)
⩽(λ0 + 2)∥un∥L∞(t0,t1)

+ ∥∇un∥L∞(t0,t1)E
(∫ t1∧τR

t0∧τR
|b(s,Xs)|ds

∣∣∣Ft0

)
≲|||fn|||L̃p

q(t0,t1)
,

where the last step is from Lemma 3.5. By the same argument in the proof of Lemma
3.5, we obtain (3.4) for d/p+ 2/q < 1 and complete the proof.

With the help of Lemma 3.6, we have the the following Zvonkin’s transformation.
Consider the following backward PDE:

∂tu+ aij∂i∂ju+ b · ∇u− λu+ b = 0, u(T ) = 0, (3.9)

where b ∈ L̃p1q1 (T ) with d/p1 + 2/q < 1 and (Aσ) holds. By reversing the time variable

and by Lemma 2.8, there is a unique solution u ∈ H̃2,p1
q1

(T ) such that for any α ∈ [0, 2),
p′ ∈ [p1,∞] and q′ ∈ [q1,∞] with

β := 2− α− d

p′
+

2

q′
− d

p1
− 2

q1
> 0, (3.10)

there are constants C > 0 and λ0 ⩾ 1 such that for any λ ⩾ λ0,

λ
β
2 |||u|||H̃α,p′

q′ (T )
+ |||∂tu|||L̃p1

q1
(T ) + |||u|||H̃2,p1

q1
(T )

⩽ C|||b|||L̃p1
q1

(T ), (3.11)

which implies by Lemma 2.2 that for any R > 0 and |h| < 1,

|χR(x)(∇u(t, x)−∇u(s, x+ h))| ≲ (|t− s|+ |x− y|)δ, with some δ > 0. (3.12)
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In particular, since d/p1 + 2/q1 < 1, when (α, p′, q′) = (1,∞,∞), we can choose λ ⩾ λ0
large enough so that

∥u∥L∞
T
+ ∥∇u∥L∞

T
⩽

1

2
.

Moreover, by Lemma 2.2, ∇u is Hölder continuous on [0, T ]× Rd. Define

Φ(t, x) := x+ u(t, x). (3.13)

Then, one sees that x→ Φ(t, x) is a C1-diffeomorphism for any t ∈ [0, T ] and

∥∇Φ∥L∞
T
+ ∥∇Φ−1∥L∞

T
⩽ 4. (3.14)

Lemma 3.7 (Zvonkin’s transformation). Assume (Aσ) holds and b ∈ L̃p1q1 (T ) with d/p1+
2/q1 < 1. Let Xt be a weak solution to SDE (3.3). Then, Yt := Φ(t,Xt) solves the
following SDE:

Yt = Φ(0, x) +

∫ t

0

b̃(s, Ys)ds+

∫ t

0

σ̃(s, Ys)dWs, (3.15)

where

b̃(s, y) := λu(s,Φ−1(s, y)), σ̃ij :=
(
∂kΦiσkj

)
(s,Φ−1(s, y)).

Moreover, there is a γ > 0, such that

b̃,∇b̃ ∈ L∞
T , σ̃ ∈ L∞([0, T ];Cγ) (3.16)

and for some κ̃0 ⩾ 1,

κ̃−1
0 |ξ|2 ⩽ |σ̃(s, y)ξ|2 ⩽ κ̃0|ξ|2, ∀(s, x, ξ) ∈ R+ × R2d. (3.17)

Vice versa, if (Yt)t⩾0 solvs SDE (3.15), then Xt := Φ−1(t, Yt) solves SDE (3.3).

Proof. Let Φn := Φ ∗ Γn = x + u ∗ Γn be the mollifying approximation of Φ in Rd+1. By
Itô’s formula, one sees that

Φn(t,Xt) = Φn(0, x) +

∫ t

0

(∂sΦn + aij∂i∂jΦn + b · ∇Φn)(s,Xs)ds

+

∫ t

0

(σij∂iΦn)(s,Xs)dW
j
s .

(3.18)

For any R > 0, we define a stopping time

τR := inf{t > 0 | |Xt| > R}.
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Let χR be defined by (2.1). By Itô’s isometric formula and (3.12), we have

E
∣∣∣∣∫ t∧τR

0

(σij∂i(Φn − Φ))(s,Xs)dW
j
s

∣∣∣∣2 ⩽ ∥σ∥2∞E
(∫ t

0

χ2
R(Xs)|∂i(un − u)|2(s,Xs)ds

)
≲ ∥χR(∇un −∇u)∥2L∞

T
≲ n2δ,

which converges to 0 as n→ ∞. By (3.4), we also have

E
(∫ t∧τR

0

|b · ∇(Φn − Φ)|(s,Xs)ds

)
⩽ E

(∫ t

0

χR(Xs)|b · ∇(un − u)|(s,Xs)ds

)
≲ |||χR|b · ∇(un − u)||||L̃p1

q1
(T ) ⩽ |||b|||L̃p1

q1
(T )∥χR|∇(un − u)|∥L∞

T
≲ nδ

goes to 0 as n→ ∞. Similarly, we have

lim
n→∞

E
(∫ t∧τR

0

|(∂s + aij∂i∂j)∇(Φn − Φ)|(s,Xs)ds

)
(3.4)

≲ lim
n→∞

|||χR|(∂s + aij∂i∂j)(un − u)||||L̃p1
q1

(T )

≲ |||χR|∂s(un − u)||||L̃p1
q1

(T ) + |||χR|∇2(un − u)||||L̃p1
q1

(T ) = 0,

since (2.13). Taking n→ ∞ for (3.24), by Lemma 2.2 one sees that on t ∈ [0, τR],

Φ(t,Xt) = Φ(0, x) +

∫ t

0

(∂sΦ + aij∂i∂jΦ + b · ∇Φ)(s,Xs)ds+

∫ t

0

(σij∂iΦ)(s,Xs)dW
j
s

= Φ(0, x) + λ

∫ t

0

u(s,Xs)ds+

∫ t

0

(σij∂iΦ)(s,Xs)dW
j
s

By letting R → ∞, we have (3.15). (3.16) and (3.17) are from (3.11) and (3.14).
Now, we assume (Yt)t∈[0,T ] is a solution to SDE (3.15) and show (Xt)t⩾0 := (Φ−1(t, Yt))t∈[0,T ]

solves SDE (3.3). We note that

∂tΦ + aij∂i∂jΦ + b · ∇Φ− λu = 0, (3.19)

and

0 = ∂t(Φ
−1
k ◦ Φ) = ∂tΦ

−1
k ◦ Φ +

(
∂ℓΦ

−1
k ◦ Φ

)
∂tΦℓ; (3.20)

δik = ∂i(Φ
−1
k ◦ Φ) =

(
∂ℓΦ

−1
k ◦ Φ

)
∂iΦℓ; (3.21)

0 = ∂i∂j(Φ
−1
k ◦ Φ) = ∂iΦℓ1∂jΦℓ2

(
∂ℓ1∂ℓ2Φ

−1
k ◦ Φ

)
+
(
∂ℓΦ

−1
k ◦ Φ

)
∂i∂jΦℓ, (3.22)

where δij = 0 for i ̸= j and δii = 1. By (3.19), (3.20) and (3.22), one sees that

∂tΦ
−1
k ◦ Φ + (ãij∂i∂jΦ

−1
k ) ◦ Φ = ∂tΦ

−1
k ◦ Φ + aij∂iΦℓ1∂jΦℓ2

(
∂ℓ1∂ℓ2Φ

−1
k ◦ Φ

)
= −

(
∂ℓΦ

−1
k ◦ Φ

)(
∂tΦℓ + aij∂i∂jΦℓ

)
=
(
∂ℓΦ

−1
k ◦ Φ

)(
b · ∇Φℓ − λuℓ

)
,
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where ãij := σ̃ikσ̃jk. It follows from (3.21) that(
∂ℓΦ

−1
k ◦ Φ

)
bi∂iΦℓ = bk,

which implies that

∂tΦ
−1 + ãij∂i∂jΦ

−1 + b̃ · ∇Φ−1 − b ◦ Φ−1 = 0. (3.23)

By the definition of Φ, we have

x = Φ ◦ Φ−1 = Φ−1 + u ◦ Φ−1, i.e. Φ−1 = x− u ◦ Φ−1.

Then, Φ−1
n := Φ−1 ∗ Γn = x− (u ◦ Φ−1) ∗ Γn is well-defined. Moreover, in view of (3.22),

we have

∥∇2Φ−1∥L̃p1
q1

(T ) ⩽ ∥(∇Φ)−1∥2L∞
T
∥∇Φ−1∥L∞

T
∥∇2Φ∥L̃p1

q1
(T ) <∞.

We note b̃ is bounded and σ̃ satisfies (Aσ) since (3.16) and (3.17). Thus, the Krlov
estimate (3.4) holds for (Yt)t∈[0,T ]. By the same calculation above, we have

Φ−1(t, Yt) = x+

∫ t

0

(∂sΦ
−1 + ãij∂i∂jΦ

−1 + b̃ · ∇Φ−1)(s, Ys)ds+

∫ t

0

(σ̃ij∂iΦ
−1)(s, Ys)dW

j
s

= x+

∫ t

0

b(s,Xs)ds+

∫ t

0

(σ̃ij∂iΦ
−1)(s,Φ(s,Xs))dW

j
s .

In light of (3.21) again, we have

(σ̃ij∂iΦ
−1
k ) ◦ Φ = ∂ℓΦiσℓj∂iΦ

−1
k ◦ Φ = σkj

and complete the proof.

Now, we can give

Proof of Lemma 3.4. First of all, it is well known that SDE (3.15) admits a unique weak
solution (Yt)t∈[0,T ] under the conditions (3.16) and (3.17). Hence, by Lemma 3.7 there
is a unique weak solution (Xt)t∈[0,T ] = (Φ−1(t, Yt))t∈[0,T ] to SDE (3.3). Moreover, since

b̃ ∈ L∞
T , by Lemma 3.5, for any f ∈ L̃pq(t0, t1) with p, q ∈ (1,∞] and d/p+ 2/q < 2, (3.4)

holds for Yt. Hence, by a change of variable and (3.14), we have

E
(∫ t1

t0

|f(s,Xs)|ds
∣∣∣Ft0

)
= E

(∫ t1

t0

|f(s,Φ(s, Ys))|ds
∣∣∣Ft0

)
≲ |||f ◦ Φ|||L̃p

q(t0,t1)
≲ |||f |||L̃p

q(t0,t1)

and complete the proof.
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Applying the Krylov estimate in Lemma 3.4, we have the following two results.

Corollary 3.8 (Khasminskii’s estimate). Under the same conditions in Lemma 3.4, for

any f ∈ L̃pq(T ),

E
(
exp

[ ∫ T

0

|f(s,Xs)|ds
])

<∞.

Proof. For any m ∈ N, we note that(∫ t1

t0

g(s)ds

)m
= m!

∫
∆m

g(s1)g(s2) · · · g(sm)ds1 · · · dsm,

where

∆m :=
{
(s1, ..., sm) ∈ Rm

+ | t0 ⩽ s1 ⩽ s2 ⩽ · · · ⩽ sm ⩽ t1
}
.

Then, by (3.4), we have

EFt0

(∫ t1

t0

f(s,Xs)ds

)m
= m!EFt0

(∫
∆m

f(s1, Xs1) · · · f(sm, Xsm)ds1 · · · dsm
)

= EFt0

(∫
∆m−1

f(s1, Xs1) · ··

×
(
EFsm−1

∫ t

0

f(sm, Xsm)dsm

)
ds1 · · · dsm−1

)
⩽ EFt0

(∫
∆m−1

f(s1, Xs1) · · · (t1 − t0)
γ|||f |||L̃p

q(T )
ds1 · · · dsm−1

)
⩽ · · · ⩽ m!

(
C(t1 − t0)

γ|||f |||L̃p
q(T )

)m
.

Hence, by taking δ = (2C|||f |||L̃p
q(T )

)−γ, we have

EFt

(
exp

[∫ t+δ

t

f(s,Xs)ds

])
=
∑
m∈N

1

m!
EFt0

(∫ t1

t0

f(s,Xs)ds

)m
⩽
∑
m∈N

(1/2)m = 2,

which implies that for M := [T/δ]

E
(
exp

[∫ T

0

f(s,Xs)ds

])
= E

(
exp

[∫ Mδ

0

f(s,Xs)ds

]
EFMδ exp

[∫ T

Mδ

f(s,Xs)ds

])
⩽ 2E

(
exp

[∫ Mδ

0

f(s,Xs)ds

])
⩽ · · · ⩽ 2M .

This completes the proof.
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Corollary 3.9 (Generalized Itô’s formula). Let T > 0, b ∈ L̃p1q1 (T ) for some d/p1+2/q1 <
1 and Xt solve SDE (3.3). Assume (Aσ) holds. For any p, q ∈ (1,∞] with d/p+2/q < 1.

For any u ∈ H̃2,p
q (T ) with ∂tu ∈ L̃pq(T ), we have

u(t,Xt) = u(0, x) +

∫ t

0

(∂su+ aij∂i∂ju+ b · ∇u)(s,Xs)ds+

∫ t

0

(σij∂iu)(s,Xs)dW
j
s .

Proof. Let un := u ∗ ρn be the mollifying approximation of u in Rd+1. By Itô’s formula,
one sees that

un(t,Xt) = un(0, x) +

∫ t

0

(∂sun + aij∂i∂jun + b · ∇un)(s,Xs)ds (3.24)

+

∫ t

0

(σij∂iun)(s,Xs)dW
j
s . (3.25)

For any R > 0, we define a stopping time

τR := inf{t > 0 | |Xt| > R}.

By the same argument as the one in proof of Lemma 3.7, taking n → ∞ for (3.24), by
Lemma 2.2 one sees that on t ∈ [0, τR],

u(t,Xt) = u(0, x) +

∫ t

0

(∂su+ aij∂i∂ju+ b · ∇u)(s,Xs)ds+

∫ t

0

(σij∂iun)(s,Xs)dW
j
s .

By letting R → ∞, we have the desired formula and complete the proof.

Remark 3.10. Here we drop the restriction p, q > 2 in [109, Lemma 4.1-(iii)].

It is the position to give

Proof of Theorem 3.3. Recall we have obtained the unique weak solution and (2.54) in
Lemma 3.4. Let u and Φ defined by (3.9) and (3.13). By Yamada-Watanabe’s theorem
and Lemma 3.7, we only need to prove the pathwise uniqueness for SDE (3.15). For

i = 1, 2, let (Y
(i)
t )t∈[0,T ] be two solution to SDE (3.3) driven by the same Brownian motion

(Wt)t⩾0 with the same staring point y, that is,

Y
(i)
t = y +

∫ t

0

b̃(s, Y (i)
s )ds+

∫ t

0

σ̃(s, Y (i)
s )dWs,

where b̃ and σ̃ are defined in Lemma 3.7. We set Zt := |Y (1)
t − Y

(2)
t |2. By Itô’s formula,

we have

Zt =

∫ t

0

ZsdAs +Mt, (3.26)
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where Mt is a continuous local martingale given by

Mt :=

∫ t

0

[
σ̃(s, Y (1)

s )− σ̃(s, Y (2)
s )
]∗
(Y (1)

s − Y (2)
s )dWs

and At is defined by

At :=

∫ t

0

2⟨Y (1)
s − Y

(2)
s , b̃(s, Y

(1)
s )− b̃(s, Y

(2)
s )⟩+ ∥σ̃(s, Y (1)

s )− σ̃(s, Y
(2)
s )∥2HS

|Y (1)
s − Y

(2)
s |2

ds.

Based on (2.15), we have

|At| ≲t∥∇b̃∥L∞
T
+

∫ t

0

(
M|∇σ̃|2(s, Y (1)

s ) +M|∇σ̃|2(s, Y (2)
s ) + ∥σ̃(s)∥2∞

)
ds

≲1 +

∫ t

0

(
M|∇σ|2(s, Y (1)

s ) +M|∇σ|2(s, Y (2)
s )
)
ds

+

∫ t

0

(
M|∇2u|2(s, Y (1)

s ) +M|∇2u|2(s, Y (2)
s )
)
ds,

where we have used |∇σ̃| ≲ |∇σ|+ |∇2u|.
On the other hand, it follows from (2.16) that

|||M|∇σ|2|||L̃p2/2

q2/2
(T )

+ |||M|∇2u|2|||L̃p1/2

q1/2
(T )

≲ |||∇σ|||2L̃p2
q2

(T )
+ |||∇2u|||2L̃p1

q1
(T )

<∞.

Hence, by Corollary 3.8, we have

E exp
(
κAT

)
<∞, ∀κ > 0,

which by (3.26) and stochastic Gronwall’s inequality Lemma A.5 that

E
(
sup
t∈[0,T ]

Zt
)
= 0.

This completes the proof based on Lemma 3.7.

3.1.2 Proof of the main theorem

In this section we will show Theorem 3.1. To this end, we first establish a priori Krylov es-
timates like (3.4) for any solution of SDEs with mixed drifts and for any index (q,p) ∈ I1,
where I1 is defined in (2.29). Using this a priori estimates, one can perform the classical
Zvonkin transformation like Lemma 3.6, and then establish the weak well-posedness under
conditions (Aσ) and (2.49). Moreover, we also obtain the two-sided density estimates.
As a byproduct, one improves the Krylov estimate to any index (q,p) ∈ I2, which is also
crucial for the strong well-posedness and the propagation of chaos.

By Theorem 2.17, we can establish the following a priori Krylov estimate.
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Lemma 3.11. Suppose that (Aσ) and (2.49) hold for some (qi,pi) ∈ I1, i = 1, .., d.
Then for any (q,p) ∈ I1, π ∈ Sd and T > 0, there is a constant C = C(Θ, T ) > 0 such

that for all f ∈ L̃qT (L̃p
π) and any weak solution X of SDE (3.3),

E
(∫ T

0

f(s,Xs)ds

)
⩽ C|||f |||L̃q

T (L̃p
π). (3.27)

Proof. By the same reason in the proof to Lemma 3.5, without loss of generality, we
assume f ⩾ 0 and pi, q ̸= ∞, i = 1, ..., d. By reversing the time variable and by Theorem
2.17, there is a unique solution u to the following backward PDE

∂tu+ tr(a · ∇2u)− λu = f, u(T ) = 0,

such that for any β ∈ [0, 2− | 1
p
| − 2

q
),

(1 ∨ λ)
1
2
(2−β−| 1

p
|− 2

q
)∥u∥L∞

T (Cβ) + |||∇2u|||L̃q
T (L̃p

π) ≲ |||f |||L̃q
T (L̃p

π). (3.28)

We define un := u ∗ Γn and fn := ∂tun + tr(a · ∇2un) − λun. τR is defined in (3.5). For
any m ∈ N, we also define another stopping time here

σn := inf{t > 0 :

∫ t

0

|b(s,Xs)|ds ⩾ n} ∧ T.

Based on Itô’s formula, one sees that

Eun(σm ∧ τR, Xσm∧τR)− un(0, x) = E
(∫ σm∧τR

0

(fn + λun + b · ∇un)(s,Xs)ds

)
.

Then, by the same argument in the proof of Lemma 3.5, taking n→ ∞ and R → ∞, we
have

E
(∫ σm

0

f(s,Xs)ds

)
⩽ (2 + λ)∥u∥L∞

T
+ ∥∇u∥L∞

T
E
(∫ σm

0

|b(s,Xs)|ds
)
,

which by choosing β = 0, 1 in (3.28) implies that

E
(∫ σm

0

f(s,Xs)ds

)
⩽ C|||f |||L̃q

T (L̃p
π)

{
(1 ∨ λ)

1
2
(| 1

p
|+ 2

q
)

+ (1 ∨ λ)
1
2
(| 1

p
|+ 2

q
−1)E

(∫ σm

0

|b(s,Xs)|ds
)}

.

(3.29)

Taking (q,p) = (qi,pi) and f = bi, i = 1, 2, .., d, we have

E
(∫ σm

0

|b(s,Xs)|ds
)

⩽Cκ1

d∑
i=1

(1 ∨ λ)
1
2
(| 1

pi
|+ 2

qi
)

+ Cκ1

d∑
i=1

(1 ∨ λ)
1
2
(| 1

pi
|+ 2

qi
−1)E

(∫ σm

0

|b(s,Xs)|ds
)
,
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where κ1 is defined in (2.49). Since (qi,pi) ∈ I1, i = 1, .., d, by taking λ large enough so

that Cκ1
∑d

i=1(1 ∨ λ)
1
2
(| 1

pi
|+ 2

qi
−1)

= 1
2
,

E
(∫ σm

0

|b(s,Xs)|ds
)

⩽2Cκ1

d∑
i=1

(1 ∨ λ)
1
2
(| 1

pi
|+ 2

qi
)
.

Subsitutiong it into (3.29) and letting m→ ∞, we complete the proof.

In the above lemma, the requirement of (q,p) ∈ I1 is too strong for applications. We
need to improve it to (q,p) ∈ I2 like Lemma 3.4. Inspired by the proof of Lemma 3.4,
we use Theorem 2.19 and the above a priori Krylov estimate to construct the Zvonkin
transformation. For each i = 1, · · · , d, consider the following backward PDE:

∂tui +
1
2
tr((σσ∗) · ∇2ui) + b · ∇ui − λui + bi = 0, ui(T ) = 0. (3.30)

By reversing the time variable and by Theorem 2.19, there is a unique solution ui satisfying
the following estimates: for any β ∈ (0, ϑ), where ϑ is defined in (2.50), there are C0, C1 ⩾
1 such that for all λ ⩾ C0κ

2/ϑ
1 ,

λ
1
2
(ϑ−β)∥ui∥L∞

T (C1+β) +
d∑
j=0

|||∇2uij|||L̃qij
T (L̃

pij
πij

)
⩽ C1κ1, (3.31)

and for all 0 ⩽ t0 < t1 ⩽ T ,

∥ui(t1)− ui(t0)∥∞ ⩽ C(λ)|t1 − t0|1/2, (3.32)

where

ui = ui0 + ui1 + ui2 + · · ·+ uid, (3.33)

and
qi0 = qi, pi0 = pi, πi0 = πi, qij = qj, pij = pj, πij = πj, j = 1, · · · , d.

Below we set
u = (u1, · · · , ud).

By (3.31), for any β ∈ (0, ϑ), we can choose λ large enough so that

∥∇u∥L∞
T
⩽ ∥u∥L∞

T (C1+β) ⩽
1
2
.

Once λ is chosen, it shall be fixed below without further notice. Now if we define

Φ(t, x) := x+ u(t, x),
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then for each t,
x 7→ Φ(t, x) is a C1-diffeomorphism,

and

∥∇Φ∥L∞
T
+ ∥∇Φ−1∥L∞

T
⩽ 2, (3.34)

and by (3.32), for all 0 ⩽ t0 < t1 ⩽ T ,

∥Φ(t1)− Φ(t0)∥∞ ⩽ C(λ)(t1 − t0)
1/2. (3.35)

We have the following result (see [110, Theorem 3.10]).

Lemma 3.12 (Zvonkin’s transformation). Under assumption (Aσ) and (2.49), Yt :=
Φ(t,Xt) solves the following SDE

Yt = Y0 +

∫ t

0

b̃(s, Ys)ds+

∫ t

0

σ̃(s, Ys)dWs, (3.36)

where Y0 := Φ(0, X0) and

b̃(s, y) := λu(s,Φ−1(s, y)), σ̃(s, y) := (σ∗∇Φ)(s,Φ−1(s, y)).

Moreover, for any β ∈ (0, ϑ ∧ γ0), where ϑ is defined by (2.50),

b̃, ∇b̃ ∈ L∞
T , σ̃ ∈ L∞

T (Cβ), (3.37)

and for some κ̃0 ⩾ 1,

κ̃−1
0 |η|2 ⩽ |σ̃(s, y)η|2 ⩽ κ̃0|η|2, η ∈ Rd. (3.38)

Vice versa, if Yt solves SDE (3.36), then Xt := Φ−1(t, Yt) solves SDE (3.3).

Proof. Similar as the proof of Lemma 3.7. For each n ∈ N, define

un(t, x) := (u(·) ∗ Γ1/n)(t, x), Φ
n(t, x) := x+ un(t, x).

By Itô’s formula, we have

Φn(t,Xt) = Φn(0, X0) +

∫ t

0

LΦn(s,Xs)ds+

∫ t

0

(σ∗∇Φn)(s,Xs)dWs, (3.39)

where
L := ∂s + tr(a · ∇2) + b · ∇, a := (σσ∗)/2.

For R > 0, we define the stopping time

τR := inf {t > 0 : |Xt| ⩾ R} .
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We note that by (3.30) and (3.31),

∥∂tuij∥L̃qij
T (L

pij
πij

)
≲ ∥∇2uij∥L̃qij

T (L
pij
πij

)
+ (1 + ∥∇ui∥L∞

T
)∥bj∥L̃qij

T (L
pij
πij

)
+ ∥uij∥L̃qij

T (L
pij
πij

)
<∞.

For each i, j, since (qij,pij) ∈ I1, by the Krylov estimates (3.27) and (3.31), we have

E
(∫ t∧τm

0

|(∂t − a · ∇2)(Φn
ij −∇2Φij)|(s,Xs)ds

)
⩽ Cm∥σ∥2L∞

T

(
∥∇2(unij − uij)1Bm∥Lqij

T (L
pij
πij

)
+ ∥∂t(unij − uij)1Bm∥Lqij

T (L
pij
πij

)

)
→ 0,

E
∣∣∣∣∫ t∧τm

0

|σ∗∇(Φn − Φ)|(s,Xs)dWs

∣∣∣∣2
⩽ C∥σ∥2L∞

T

(
∥∇(un − u)∥L∞

T
⩽ Cn−(β∧1/2) → 0,

provided by (3.32) and

E
∣∣∣∣∫ t∧τm

0

|b · ∇(Φn
ij − Φij)|(s,Xs)ds

∣∣∣∣ ⩽ C|||b|||L̃qij
T (L

pij
πij

)
∥∇(un − u)∥L∞

T
→ 0.

Since τR → ∞ as R → ∞, replacing t by t∧ τR in (3.39), taking n→ ∞ and R → ∞, we
have (3.36). Moreover, (3.37) and (3.38) directly follow by their definitions and (3.31).
On the other hand, if Yt solves SDE (3.36), then by similar calculations as the ones in the
proof of Lemma 3.7, Xt := Φ−1(t, Yt) solves SDE (3.3). This completes the proof.

Remark 3.13. An immediate consequence of Zvonkin’s transformation together with
(3.34) and (3.35) is that for any p ⩾ 1 and T > 0, there is a constant C = C(p, T,Θ) > 0
such that

E|Xt −Xs|2p ⩽ C|t− s|p, t, s ∈ [0, T ]. (3.40)

Now, we can give the Krylov estimate like Lemma 3.4. However, we cannot apply the
proof of Lemma 3.4 directly. Since by Example 2.3, |||f ◦Φ|||L̃p

π
≲ |||f |||L̃p

π
may not hold for

the localized mixed Lp
π-space. To overcome this obstacle, we use the heat kernel estimate

and show the following main result of this section.

Theorem 3.14. Suppose that (Aσ) and (2.49) hold. For any µ0 ∈ P(Rd), there is a
unique weak solution to SDE (3.3) and initial distribution µ0. Moreover, we have :

(i) For each t > 0, Xt admits a density ρXt (y) with the following two-sided estimate:
for any T > 0, there are δ1, C1 ⩾ 1 such that for all t ∈ (0, T ] and y ∈ Rd,

C−1
1

td/2

∫
Rd

e−
δ1|x−y|2

t µ0(dx) ⩽ ρXt (y) ⩽
C1

td/2

∫
Rd

e
− |x−y|2

δ1t µ0(dx). (3.41)
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(ii) Let ϑ be defined as in (2.50). For any β ∈ (0, ϑ∧ θ) and T > 0, there are δ2, C2 ⩾ 1
such that for all t ∈ (0, T ] and y, y′ ∈ Rd,

|ρXt (y)− ρXt (y
′)|

|y − y′|β
⩽ C2t

− d+β
2

[∫
Rd

e
− |x−y|2

δ2t µ0(dx) +

∫
Rd

e
− |x−y′|2

δ2t µ0(dx)

]
. (3.42)

(iii) For any (q,p) ∈ I2 and T > 0, there is a constant C0 > 0 such that for any

f ∈ L̃qT (L̃p
π),

E
(∫ T

0

f(s,Xs)ds

)
⩽ C0|||f |||L̃q

T (L̃p
π). (3.43)

Proof. By (3.37) and (3.38), it is well known that SDE (3.36) admits a unique weak
solution (cf. [97]). The existence and uniqueness of weak solutions for the original SDE
follow from Lemma 3.12. Next we shall prove (3.41), (3.42) and (3.43).

(i) Let L̃ be the generator of SDE (3.36), i.e.,

L̃ := tr((σ̃σ̃∗) · ∇2)/2 + b̃ · ∇.

By (3.37), (3.38) and Theorems 1.1, 1.3 and 2.3 of [24], there is a fundamental solution

p(s, x, t, y) associated with L̃ , which satisfies the following estimates: for all 0 ⩽ s < t ⩽
T and x, y ∈ Rd,

C−1
0

(t− s)d/2
e−

δ0|x−y|2
t−s ⩽ p(s, x, t, y) ⩽

C0

(t− s)d/2
e
− |x−y|2

δ0(t−s) ,

and for any β ∈ (0, ϑ ∧ θ), and for all 0 ⩽ s < t ⩽ T and x, y, y′ ∈ Rd,

|p(s, x, t, y)− p(s, x, t, y′)| ⩽ C0|y − y′|β(t− s)−
d+β
2

[
e
− |x−y|2

δ0(t−s) + e
− |x−y′|2

δ0(t−s)

]
,

where δ0, C0 ⩾ 1 only depend on Θ and the bounds of b̃ and σ̃. In particular, p(0, x, t, y)
is just the density of the solution of SDE (3.3) starting from x at time zero. Note that
the density ρYt (y) of Yt starting from the initial distribution µ̃0 = µ0 ◦ Φ(0, ·)−1 is given
by

ρYt (y) =

∫
Rd

p(0, x, t, y)µ̃0(dx).

This can be shown by considering a smooth approximation and taking weak limits (see
[78, Section 5.1] for more details). We thus have that for any t ∈ (0, T ] and all y, y′ ∈ Rd,

C−1
0

td/2

∫
Rd

e−
δ0|x−y|2

t µ̃0(dx) ⩽ ρYt (y) ⩽
C0

td/2

∫
Rd

e
− |x−y|2

δ0t µ̃0(dx)
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and

|ρYt (y)− ρYt (y
′)| ⩽ C0|y − y′|β

t(d+β)/2

∫
Rd

[
e
− |x−y|2

δ0t + e
− |x−y′|2

δ0t

]
µ̃0(dx). (3.44)

On the other hand, by change of variables, we have

ρXt (y) = ρYt (Φ(t, y)) det(∇Φ(t, y)), (3.45)

and for some C̃0 ⩾ 1,

C̃−1
0

td/2

∫
Rd

e−
δ0|Φ(0,x)−Φ(t,y)|2

t µ0(dx) ⩽ ρXt (y) ⩽
C̃−1

0

td/2

∫
Rd

e
− |Φ(0,x)−Φ(t,y)|2

δ0t µ0(dx).

which together with the following two estimates yields (3.41),

|Φ(0, x)− Φ(t, y)|2 ⩾ 1
2
|Φ(t, x)− Φ(t, y)|2 − |Φ(0, x)− Φ(t, x)|2

(3.34)(3.35)

⩾ 1
8
|x− y|2 − Ct,

and

|Φ(0, x)− Φ(t, y)|2 ⩽ 2|Φ(t, x)− Φ(t, y)|2 + 2|Φ(0, x)− Φ(t, x)|2
(3.34)(3.35)

⩽ 8|x− y|2 − Ct.

(ii) By (3.45) and (3.44), we have

|ρXt (y)− ρXt (y
′)| ⩽ |ρYt (Φ(t, y))− ρYt (Φ(t, y

′))| det(∇Φ(t, y))

+ ρYt (Φ(t, y
′))| det(∇Φ(t, y))− det(∇Φ(t, y′))|

≲
|y − y′|β

t(d+β)/2

∫
Rd

[
e
− |x−Φ(t,y)|2

δ0t + e
− |x−Φ(t,y′)|2

δ0t

]
µ̃0(dx)

+
1

td/2

∫
Rd

e
− |x−Φ(t,y)|2

δ0t µ̃0(dx)|∇Φ(t, y)−∇Φ(t, y′)|,

which in turn implies (3.42) by (3.31).

(iii) For nonnegative f ∈ L̃qT (L̃p
π) with (q,p) ∈ I2, by (3.41) and (2.47), we get

E
(∫ T

0

f(s,Xs)ds

)
=

∫ T

0

∫
Rd

f(s, y)ρXs (y)dyds

⩽
∫ T

0

∫
Rd

f(s, y)

(
C2

sd/2

∫
Rd

e
− |x−y|2

2δ1s µ0(dx)

)
dyds

= C2(2πδ1)
d/2

∫
Rd

(∫ T

0

Ef(s, x−Wδ1s)ds

)
µ0(dx) ⩽ C3|||f |||L̃q

T (L̃p
π).

The proof is complete.
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As a corollary, we have the following important exponential integrability of singular
functionals.

Corollary 3.15. (Khasminskii’s estimate) Let X be the unique solution of SDE (3.3) in
Theorem 3.14. For any T, λ > 0, (q,p) ∈ I2 and β ∈ (0, 2− | 1

p
| − 2

q
), there is a constant

C1 > 0 depending only on T, λ, d, β, κ0, κ1, qi,pi, q,p such that for all f ∈ L̃qT (L̃p
π),

E exp

{
λ

∫ T

0

f(s,Xs)ds

}
⩽ e

C1|||f |||2/βL̃q
T
(L̃pπ) . (3.46)

Moreover, if b is bounded measurable, then for some C2 = C2(T, λ, d, β, κ0, q,p) > 0,

E exp

{
λ

∫ T

0

f(s,Xs)ds

}
⩽ e

C2

(
∥b∥2L∞

T
+|||f |||2/β

L̃q
T
(L̃pπ)

)
. (3.47)

Proof. Let β ∈ (0, 2 − | 1
p
| − 2

q
). For (3.46), based on the proof of Corollary 3.8 (also see

[110, Lemma 3.5]), it suffices to show that for any 0 ⩽ t0 < t1 ⩽ T ,

E
(∫ t1

t0

f(s,Xs)ds
∣∣∣Ft0

)
⩽ C0(t1 − t0)

β
2 |||f |||L̃q

T (L̃p
π). (3.48)

Let 1
q′
= 1

q
+ β

2
. Since β ∈ (0, 2 − | 1

p
| − 2

q
), we have (q′,p) ∈ I2. By (3.43) and Hölder’s

inequality,

E
(∫ t1−t0

0

f(s,Xs)ds

)
⩽ C0|||f |||L̃q′

t1−t0
(L̃p

π)
⩽ C0(t1 − t0)

β
2 |||f |||L̃q

T (L̃p
π).

By the Markov property of Xt, we get (3.48). (3.47) follows by Girsanov’s theorem.

Now, we can give

Proof of Theorem 3.1. By Yamada-Watanabe’s theorem, it suffices to show the pathwise
uniqueness. Based on the proof of Theorem 3.3, this follows by Zvonkin’s transformation
(see Lemma 3.12), Lemma 2.5 and (3.46).
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3.2 Time regularity of solutions to SDEs with local-

ized Lp drifts

In this section, letting T > 0, we assume that

B ∈ L̃p0(T ) for some p0 > d and σ : Rd → Rd ⊗ Rd satisfy (Aσ). (3.49)

and consider the following SDE on a probability space (Ω,F , (Ft)t⩾0,P):

Xx
s,t = x+

∫ t

s

B(r,Xx
s,r)dr +

∫ t

s

σ(Xx
s,r)dWr, (3.50)

where Wt is a standard d-dimensional Brownian motion. Furthermore, consider the PDE
on [0, T ]× Rd

∂tu = aij∂i∂ju− λu+B · ∇u+ f, u(0) = φ, (3.51)

where λ ⩾ 0, f ∈ L̃p0(T ), φ ∈ C∞
b and aij := 1

2

d∑
k=1

σikσjk. Under condition (3.49), by

Lemma 3.4 there is a unique weak solution Xx
s,· to (3.50) for any (s, x) ∈ R+ × Rd. The

purpose of this section is to obtain some moment estimates for the following functionals
of Xx

0,t ∫ T

0

f(s,Xx
0,πh(s)

)ds and

∫ T

0

[
f(s,Xx

0,s, µ
x
s)− f(s,Xx

0,πh(s)
, µxπh(s))

]
ds,

where µxt is the distribution ofXx
0,t and f ∈ Lpq(T ) for some 2/q+d/p < 2. The first integral

is estimated by Krylov’s type estimates. Compared to the case of smooth coefficients in
[92], f in the second integral has no regularity. To overcome this obstacle, we use the
observation mentioned in the introduction to replace f(Xx

0,t) − f(Xx
0,πh(t)

) by PX
0,tf −

PX
0,πh(s)

f , where PX is the transition semi-group of X. Hence, we only need to obtain
some time regularity results for the semigroup.

In Subsection 3.2.1, we consider the time-homogeneous case withB ≡ 0. By Girsanov’s
theorem, we extend the results in Subsection 3.2.1 to Xx

s,t in Subsection 3.2.2. Moreover,
we obtain additional time regularity estimates for PX by Duhamel’s formula which can
not be gotten from Girsanov’s theorem. In the light of Duhamel’s formula again, we also
have two time regularity estimates for ∇u in Subsection 3.2.3, where u is the solution to
(3.51).

For simplicity, throughout this section we set

Ξ := (d, T, p0, |||B|||L̃p0 (T ), κ1, θ, c0).
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3.2.1 The zero-drift case

First of all, we recall the following generalized Itô formula from [109, Lemma 4.1-iii)] (see
also [67, Theorem 3.7] for the original one).

Lemma 3.16 (Generalized Itô formula). Let p, q ∈ [2,∞) with 2/q + d/p < 1. For any

T > 0 and any u ∈ H̃2,p
q (T ) with ∂tu ∈ L̃pq(T ), we have for any t ∈ [s, T ] and x ∈ Rd,

u(t,Xx
s,t) = u(s, x) +

∫ t

s

(∂ru+ aij∂i∂ju+B · ∇u)(r,Xs,r(x))dr

+

∫ t

s

∇u(r,Xs,r(x))dWr.

(3.52)

In this subsection, we consider the following case where B ≡ 0:

Zx
t = x+

∫ t

0

σ(Zx
s )dWs. (3.53)

Define P σ
t f(x) := Ef(Zx

t ). By Proposition 2.10, there is a unique solution to the following
second order parabolic PDE on [0, T ]× Rd:

∂tu = aij∂i∂ju, u0 = φ. (3.54)

Lemma 3.17. Assume (Aσ) holds. Let 0 ⩽ s ⩽ t, φ ∈ C∞
b (Rd), u and Zx

t be the solution
to (3.54) and (3.53) respectively. Then we have P-a.s.

E [φ(Zx
t )|Fs] = u(t− s, Zx

s ). (3.55)

In particular,

E [φ(Zx
t )|Fs] = P σ

t−sφ(Z
x
s ) P− a.s. (3.56)

Moreover, for any t ⩾ 0 and f ∈ C2
b ,

P σ
t f − f =

∫ t

0

P σ
r (aij∂i∂jf)dr. (3.57)

Proof. For all t > 0, applying the generalized Itô formula (3.52) to s 7→ u(t − s, Zx
s ), we

have

u(0, Zx
t ) = u(t− s, Zx

s ) +

∫ t

s

(−∂ru(t− r, Zx
r ) + aij∂i∂ju(t− r, Zx

r )) dr

+

∫ t

s

∇u(t− r, Zx
r )dWr.
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Noting that u(t−s, Zx
s ) is Fs-measurable, and taking conditional expectation with respect

to Fs on both sides, we have

E [φ(Zx
t )|Fs] = u(t− s, Zx

s ) P− a.s.,

which for s = 0 implies that

P σ
t φ(x) = Eφ(Zx

t ) = u(t, x).

Then (3.56) is straightforward from (3.55). For (3.57), since f ∈ C2
b , we use the classical

Itô formula and have

f(Zx
t ) = f(x) +

∫ t

0

aij∂i∂jf(Z
x
r )dr +

∫ t

0

∇f(Zx
r )dWr.

Then, we have (3.57) by taking expectation and complete the proof.

Based on Lemma 3.17 and the uniqueness of (3.54), we have the following Chapman-
Kolmogorov equations

P σ
s P

σ
t = P σ

s+t. (3.58)

Recall
gt(x) := (4πt)−d/2e−|x|2/(4t).

Then the following lemma is from [24, Theorem 2.3].

Lemma 3.18. Assume (Aσ) holds. Then there is a unique function pσ· (·, ·) : R+×R2d →
R such that for any j = 0, 1, 2

|∇j
xp

σ
t (x, y)| ⩽ c1t

− j
2 gc2t(x− y) (3.59)

and

P σ
t f(x) =

∫
Rd

f(y)pσt (x, y)dy (3.60)

for any f ∈ C(Rd), where c1 and c2 are positive constants depending on Ξ.

For any h ∈ (0, 1), recall that πh(t) := t for t ∈ [0, h) and

πh(t) := kh, t ∈ [kh, (k + 1)h), k ⩾ 1.

Remark 3.19. The reason why we define πh(t) = t for t ∈ [0, h) is that the function space
here is Lp. If the initial data don’t have an Lq density, Ef(Zπh(t)) = Ef(Z0), f ∈ Lp, will
blow up for all t < h.

Now we give the following Krylov estimate and Khasminskii estimate.



CHAPTER 3. SDES WITH SINGULAR COEFFICIENTS 70

Lemma 3.20. Assume (Aσ) holds. For any T > 0, k = 0, 1, 2, p ∈ [1,∞] and q ∈ [p,∞],
there is a constant C = C(Ξ, p, q) such that for all 0 ⩽ s < t ⩽ T , x ∈ Rd and nonnegative

functions f ∈ L̃p

|||∇kP σ
t f |||q ⩽ Ct−k/2−d/(2p)+d/(2q)|||f |||p (3.61)

and for 2/q + d/p < 2, h > 0 and nonnegative functions f ∈ L̃pq(T )

E
∫ t

s

f(r, Zx
r )dr + E

∫ t

s

f(r, Zx
πh(r)

)dr ⩽ C(t− s)1−
1
q
− d

2p |||f |||L̃p
q(T )

. (3.62)

Moreover, for any f ∈ L̃pq(T ) with d/p+ 2/q < 2,

sup
x∈Rd

E exp

(∫ T

0

f(t, Zx
t )dt

)
<∞. (3.63)

Proof. Without loss of generality we assume that c2 = 1 in (3.59). Combining Lemma
3.18 and Young’s convolution inequality, one sees that

|||∇kP σ
t f |||q ≲ |||

∫
Rd

f(y)∇k
xp

σ
t (·, y)dy|||q

≲ t−k/2|||gt ∗ f |||q ≲ t−k/2 sup
w

∥1|·−w|⩽1

∫
Rd

f(· − y)gt(y)dy∥q

≲ t−k/2 sup
w

∥1|·−w|⩽1
1

|B1|

∫
Rd

∫
Rd

1|y−z|⩽1f(· − y)1|y−z|⩽1gt(y)dydz∥q

≲ t−k/2 sup
w

∥
∫
Rd

∫
Rd

1|·−y−w+z|⩽2f(· − y)1|y−z|⩽1gt(y)dydz∥q

≲ t−k/2 sup
w

∫
Rd

∥
∫
Rd

1|·−y−w+z|⩽2f(· − y)1|y−z|⩽1gt(y)dy∥qdz

≲ t−k/2
∫
Rd

sup
w

∥1|·−w+z|⩽2f(·)∥p∥1|·−z|⩽1gt(·)∥rdz

≲ t−k/2
∫
Rd

(∫
|y−z|⩽1

|gt(y)|rdy
)1/r

dz|||f |||p,

where 1 + 1/q = 1/r + 1/p and B1 : {x ∈ Rd : |x| ⩽ 1}. Next, one sees that∫
Rd

(∫
|y−z|⩽1

(gt(y))
rdy

)1/r

dz ≲ ∥gt∥r +
∫
|z|>2

(∫
|y−z|⩽1

(gt(y))
rdy

)1/r

dz.
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We note that

|z| > 2, |y − z| ⩽ 1 ⇒ |y| ⩾ |z| − |y − z| ⩾ |z|
2
,

which implies that gt(y) ≲ gt(z/2), and ∥gt∥r ≲ t−d/2+d/(2r) = t−d/(2p)+d/(2q), we have∫
Rd

(∫
|y−z|⩽1

(gt(y))
rdy

)1/r

dz ≲ ∥gt∥r +
∫
|z|>2

(∫
|y−z|⩽1

(gt(z/2))
rdy

)1/r

dz

≲ t−d/(2p)+d/(2q) +

∫
|z|>2

gt(z/2)dz ≲ t−d/(2p)+d/(2q) + 1

and obtain (3.61).
Now we show (3.62). Set p′ := p

p−1
and q′ := q

q−1
. Without loss of generality, we take

s = 0. By (3.61), for any h > 0,

E
∫ t

0

f(s, Zx
πh(s)

)ds ≲
∫
Rd

(∫ t

0

( ∫
|y−z|⩽1

|gπh(s)(y)|
p′dy

)q′/p′
ds
)1/q′

dz|||f |||L̃p
q(T )

.

Then, we have

I :=

∫
Rd

(∫ t

0

( ∫
|y−z|⩽1

|gπh(s)(y)|
p′dy

)q′/p′
ds
)1/q′

dz

≲
( ∫ t

0

∥gπh(s)∥
q′

p′ds
)1/q′

+

∫
|z|>2

(∫ t

0

|gπh(s)(z/2)|
q′ds

)1/q′
dz

≲
( ∫ t

0

(πh(s))
−dq′/(2p)ds

)1/q′
+ t

∫
|z|>2

|z|−d exp(−|z|2/(16T ))dz

≲ t1−1/q−d/(2p) + t,

since dq′/(2p) < 1 and ρs(z) ⩽ C|z|−d exp(− |z|2
4T

) for all s < T . Similarly, we obtain

E
∫ t

0

f(s, Zx
s )ds ≲ t1−

1
q
− d

2p + t.

Finally, noting that by (3.56)

E
[ ∫ t

s

f(s, Zx
r )dr

∣∣∣Fs

]
= E

∫ t

s

f(s, Zy
r−s)dr

∣∣∣
y=Zx

s

,

(3.63) is direct from (3.62) (see [116, Corollary 3.5] for example) and we complete the
proof.
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Remark 3.21. (i)We note that for any fixed h > 0 and x ∈ Rd

E exp
( ∫ T

0

f(t, Zx
πh(t)

)dt
)
<∞

is not true. For example, letting Zx
t = Wt, when d ⩾ 2 and f(t, x) = |x|−1/2 ∈ L̃d+1(Rd),

we have

E exp

(∫ 2h

h

f(t,Wπh(t))dt

)
= E exp(h|Wh|−1/2)

=

∫
Rd

e
h√
|x| gh(x)dx ⩾

h2d

(2d)!

∫
Rd

1

|x|d
gh(x)dx = ∞.

(ii) The Krylov estimate (3.4) is obtained from backward PDE, but here (3.62) is from
the heat kernel estimates.

Moreover, we have the following results from the Schauder estimate Lemma A.6.

Lemma 3.22. Assume (Aσ) holds. Then, for any T > 0, there is a constant C = C(Ξ)
such that for any φ ∈ C∞

b and t ∈ (0, T ],

∥P σ
t φ∥C2+θ ⩽ Ct−

2+θ
2 ∥φ∥∞, (3.64)

where θ is the parameter in (Aσ) and for any α ∈ (0, 1) there is a constant C = C(Ξ, α)
such that for any φ ∈ C∞

b and t ∈ (0, T ],

∥∇P σ
t φ∥∞ ⩽ Ct−

1−α
2 ∥φ∥Cα , (3.65)

.

Proof. Letting u(t, x) := P σ
t φ, by (3.55) we have

∂tu = aij∂i∂ju, u0 = φ.

We set v(t) := u(t)− Ptφ, where Ptf = gt ∗ f . Then, v satisfier the following PDE:

∂tv = aij∂i∂jv + f, v0 = 0,

where

f(t) := −∂tPtφ+ aij∂i∂jPtφ = −∆Ptφ+ aij∂i∂jPtφ

satisfying

∥f(t)∥Cθ ⩽ (1 + ∥a∥θ)∥Pt∇2φ∥Cθ ≲ t−
θ
2∥∇2φ∥∞
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because of ∂tPt = ∆Pt and (A.3.3). Then, based on Theorem A.6, we have

∥v(t)∥C2+θ ≲ t−
θ
2∥∇2φ∥∞,

which implies that

∥P σ
t φ∥C2+θ ≲ t−

θ
2∥∇2φ∥∞ + ∥Ptφ∥C2+θ ≲ t−

θ
2∥∇2φ∥∞.

Taking φ = P σ
t φ, by (3.58) and (3.61) we have

∥P σ
2tφ∥C2+θ ≲ t−

θ
2∥∇2P σ

t φ∥∞ ≲ t−
2+θ
2 ∥φ∥∞,

which is (3.64).
For (3.64), we note that ∇P σ

t 1 = 0 and have

|∇P σ
t φ(x)| =

∣∣∣∣∫
Rd

∇xp
σ
t (x, y)(φ(y)− φ(x))dy

∣∣∣∣ ⩽ ∥φ∥Cα

∫
Rd

|∇xp
σ
t (x, y)||x− y|αdy.

Since (3.59), one sees that

|∇P σ
t φ(x)| ≲ t−

1
2∥φ∥Cα

∫
Rd

|gc2t(y)||y|αdy ≲ t−
1−α
2 ∥φ∥Cα ,

because of the scaling of gt(y) = t−d/2g1(t
−1/2y). This completes the proof.

Lemma 3.23. Assume (Aσ) holds. Let T > 0, k = 0, 1, and 1 ⩽ p ⩽ q ⩽ ∞. Then there
is a constant C = C(Ξ, p, q) such that for all 0 < s ⩽ t ⩽ T ,

|||∇k(P σ
t φ− P σ

s φ)|||q ⩽ C
(
[(t− s)

2−k
2 s

k−2
2 ] ∧ 1

)
s−

k
2
− d

2p
+ d

2q |||φ|||p. (3.66)

In particular,

∥∇(P σ
t φ− P σ

s φ)∥∞ ⩽ C
(
[(t− s)

1+θ
2 s

−1−θ
2 ] ∧ 1

)
s−

1
2∥φ∥∞. (3.67)

Proof. Based on (3.58) and (3.57), one sees that

P σ
t φ− P σ

s φ = P σ
t−s(P

σ
s φ)− P σ

s φ =

∫ t−s

0

P σ
r (aij∂i∂jP

σ
s φ)dr. (3.68)

By (3.61), we have

|||∇k(P σ
t φ− P σ

s φ)|||q ≲
∫ t−s

0

r−
k
2 |||∇2P σ

s φ|||qdr

≲
∫ t−s

0

r−
k
2 s−1+ d

2q
− d

2p |||φ|||pdr

≲
[
(t− s)

2−k
2 s

k−2
2

]
s−

k
2
− d

2p
+ d

2q |||φ|||p.
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Moreover, noting that by (3.61)

|||∇k(P σ
t φ− P σ

s φ)|||q ⩽ |||∇kP σ
t φ|||q + |||∇kP σ

s φ|||q
≲ s−

k
2
− d

2p
+ d

2q |||φ|||p

for s ⩽ t, we have (3.66).
For (3.67), we only need to show

∥∇(P σ
t φ− P σ

s φ)∥∞ ⩽ C(t− s)
1+θ
2 s−1− θ

2∥φ∥∞.

Based on (3.68), by (3.65) and (3.64), we have

∥∇(P σ
t φ− P σ

s φ)∥∞ ≲
∫ t−s

0

r−
1−θ
2 ∥a∥Cθ∥∇2P σ

s φ∥Cθdr

≲
∫ t−s

0

r−
1−θ
2 s−1− θ

2∥φ∥∞dr

≲ (t− s)
1+θ
2 s−1− θ

2∥φ∥∞

and complete the proof.

When p = ∞ and σ ≡ I, the following lemma has been proved in [28, Lemma 2.1]
for Brownian motion. For classical Lp spaces, Lê and Ling obtained these results by the
stochastic sewing lemma in [73]. For the localized Lp space, we provide a different proof
here, which is based on (3.66) and (3.61).

Lemma 3.24. Assume (Aσ) holds. Then for any T > 0 and p ∈ (d ∨ 2,∞), there is
a constant C = C(Ξ, p) such that for any stopping time τ ⩽ T , h ∈ (0, 1), x ∈ Rd and

f ∈ L̃p(T ),

E
∣∣∣ ∫ τ

0

(f(t, Zx
t )− f(t, Zx

πh(t)
))dt

∣∣∣2 ⩽ Ch log h−1|||f |||2L̃p(T )
. (3.69)

Proof. Set Fh(r) := f(r, Zx
r ) − f(r, Zx

πh(r)
). We divide the proof into two steps. In Step

1, we prove that

E
∣∣∣ ∫ t

s

Fh(r)dr
∣∣∣2 ⩽ C

(
hs−

d
2p (t− s)1−

d
2p + h log h−1(t− s)1−

d
p
)
|||f |||2L̃p(T )

(3.70)

and obtain (3.69) for τ = T by Lemma A.1; In Step 2, we show (3.69) for any stopping
time τ with τ ⩽ T .
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(Step 1) First, we note that by Hölder’s inequality and (3.62),

E
(∫ 2h

0

Fh(t)dt

)2

⩽ 2hE
∫ 2h

0

|Fh(t)|2 dt ≲ h|||f |||p.

Hence, without loss of generality, we may assume s > 2h. The symmetry implies

E
∣∣∣ ∫ t

s

Fh(r)dr
∣∣∣2 =2

∫ t

s

∫ t

r1

E (Fh(r1)Fh(r2)) dr2dr1

=2

(∫ t

s

∫ r1+h

r1

+

∫ t

s

∫ t

r1+h

)
E (Fh(r1)Fh(r2)) dr2dr1 =: 2I1 + 2I2.

By Hölder’s inequality and (3.61), one sees that

E (Fh(r1)Fh(r2)) ⩽
(
E |Fh(r1)|2

)1/2(
E |Fh(r2)|2

)1/2
≲ (r

− d
2p

1 + πh(r1)
− d

2p )(r
− d

2p

2 + πh(r2)
− d

2p )|||f |||2p,

which implies that

I1 ≲ |||f |||2p
∫ t

s

∫ r1+h

r1

(r
− d

2p

1 + πh(r1)
− d

2p )(r
− d

2p

2 + πh(r2)
− d

2p )dr2dr1

≲ |||f |||2p(s− h)−
d
2ph

∫ t

s

(r
− d

2p

1 + πh(r1)
− d

2p )dr1 ≲ hs−
d
2p (t− s)1−

d
2p |||f |||2p.

For I2, we use conditional expectation and the Markov property (3.56). For simplicity,
let

EG [·] := E[·|G ].

Then, noting that r1 ⩽ r2 − h < r2, by the Markov property (3.56), we have

I2 =

∫ t

s

∫ t

r1+h

E
(
Fh(r1)EFr1 [f(Zx

r2
)− f(Zx

πh(r2)
)]
)
dr2dr1

=

∫ t

s

∫ t

r1+h

E
(
Fh(r1)

[
P σ
r2−r1f(Z

x
r1
)− P σ

πh(r2)−r1f(Z
x
r1
)
])

dr2dr1.

Setting G := P σ
r2−r1f−P

σ
πh(r2)−r1f , in view of Hölder’s inequality and (3.61), one sees that

I2 ⩽
∫ t

s

∫ t

r1+h

(
E|Fh(r1)|2

)1/2(
E|G(Zx

r1
)|2
)1/2

dr2dr1

≲ ||||f |2|||1/2p/2

∫ t

s

∫ t

r1+h

(r1
− d

2p + πh(r1)
− d

2p )r1
− d

2p ||||G|2|||1/2p/2dr2dr1

≲ |||f |||p
∫ t

s

∫ t

r1+h

(r1 − h)−
d
p |||G|||pdr2dr1.
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We note that by (3.66),

|||G|||p = |||P σ
r2−r1f − P σ

πh(r2)−r1f |||p ≲
(
[(r2 − πh(r2))(πh(r2)− r1)

−1] ∧ 1
)
|||f |||p

≲
[
(h(r2 − r1 − h)−1) ∧ 1

]
|||f |||p,

By a change of variables we have

I2 ≲ |||f |||2p
∫ t

s

∫ t

r1+h

(r1 − h)−
d
p

[
(h(r2 − r1 − h)−1) ∧ 1

]
dr2dr1

≲ |||f |||2p
∫ t−h

s−h

∫ t

0

(r1)
− d

p

[
(h(r2)

−1) ∧ 1
]
dr2dr1

≲ h(t− s)1−
d
p |||f |||2p

∫ t/h

0

[
(r2)

−1 ∧ 1
]
dr2 ≲ h log h−1(t− s)1−

d
p |||f |||2p,

and we obtain (3.70). Then, by Lemma A.1, we have (3.69) with τ = T . In particular,
for any a, b ∈ [0, T ], defining fa,b(t, x) := 1t∈[a,b]f(t, x), by Step 2, one sees that

sup
a,b∈[0,T ]

E
(∫ b

a

(f(t, Zx
t )− f(t, Zx

πh(t)
))dt

)2

= E
( ∫ T

0

(fa,b(t, Z
x
t )− fa,b(t, Z

x
πh(t)

))dt
)2

⩽ Ch log h−1|||fa,b|||2L̃p(T )
⩽ Ch log h−1|||f |||L̃p(T ).

(3.71)

(Step 2) Without loss of generality, we assume that h < T/2 and that τ only takes
finite values a1, a2, ..., an ∈ [0, T ]. Otherwise, for any stopping time, we choose τn, n ∈ N,
which only take finite values to approximate τ and (3.69) follows from (3.62) and the
dominated convergence theorem. First, we have

E
∣∣∣∣∫ T

τ

Fh(t)dt

∣∣∣∣2 ⩽ 2E

∣∣∣∣∣
∫ (τ+2h)∧T

τ

Fh(t)dt

∣∣∣∣∣
2

+ 2E
∣∣∣∣∫ T

(τ+2h)∧T
Fh(t)dt

∣∣∣∣2 .
We note that by Hölder’s inequality and (3.62) for p/2 > d/2,

E
∣∣∣ ∫ (τ+2h)∧T

τ

Fh(t)dt
∣∣∣2 ⩽ E

∣∣∣ ∫ T

0

1t∈[τ,τ+2h]dt

∫ T

0

|Fh(t)|2dt
∣∣∣ ≲ h||||f |2|||L̃p/2(T ) ≲ h|||f |||2L̃p(T )

.

Now we estimate the second term. In fact,

E
(∫ T

(τ+2h)∧T
Fh(t)dt

)2

=
n∑
i=1

E

[
1τ=ai

(∫ T

(ai+2h)∧T
Fh(t)dt

)2
]
.
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Noting that 1τ=ai ∈ Fai ⊂ F([ai/h]+1)h, without loss of generality, assuming ai + 2h < T ,
one sees that

E

[
1τ=ai

(∫ T

ai+2h

Fh(t)dt

)2
]
= E

(
1τ=aiEFai

(∫ T

ai+2h

Fh(t)dt

)2 )
:= E(1τ=aiAi),

where Ai = EFaiEF([ai/h]+1)h(
∫ T
ai+2h

Fh(t)dt)
2 =: EFaiBi. Moreover, by the Markov prop-

erty (3.56), we have

Bi = E
(∫ T

ai+2h

(f(t, Zy
t−([ai/h]+1)h)− f(t, Zy

πh(t)−([ai/h]+1)h))dt
)2∣∣∣

y=Zx
([ai/h]+1)h

= E
(∫ T−([ai/h]+1)h

ai+2h−([ai/h]+1)h

(f(t+ ([ai/h] + 1)h, Zy
t )

− f(t+ ([ai/h] + 1)h, Zy
πh(t)

))dt
)2∣∣∣

y=Zx
([ai/h]+1)h

≲ h log h−1|||f |||2L̃p(T )

by (3.71). Therefore, we have

E
∣∣∣ ∫ T

τ

Fh(t)dt
∣∣∣2 ≲ h|||f |||2L̃p(T )

+
n∑
i=1

E(1τ=aiAi)

≲ h|||f |||2L̃p(T )
+ h log h−1|||f |||2L̃p(T )

n∑
i=1

E1τ=ai ≲ h log h−1|||f |||2L̃p(T )
.

Noting that
∫ τ
0
=
∫ T
0
−
∫ T
τ
, we have

E
∣∣∣∣∫ τ

0

Fh(t)dt

∣∣∣∣2 ≲ h log h−1|||f |||2L̃p(T )

and complete the proof.

Corollary 3.25. Assume (Hσ) holds. For any T > 0, p ∈ (d ∨ 2,∞) and δ > 0, there is

a constant C = C(Ξ, p) such that for any x ∈ Rd and f ∈ L̃p(T ),

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s, Zx
s )− f(s, Zx

πh(s)
))ds

∣∣∣2) ⩽ Ch1−δ|||f |||2L̃p(T )
. (3.72)

Proof. Let

ηt :=
∣∣∣ ∫ t

0

(f(s, Zx
s )− f(s, Zx

πh(s)
))ds

∣∣∣2
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and η∗t := sup
s∈[0,t]

ηs. First of all, it follows from Hölder’s inequality and (3.62) that for any

γ ∈ (1, p/(d ∨ 2)),

E(η∗T )γ ≲ E
∫ T

0

(
|f |2γ(s, Zx

s ) + |f |2γ(s, Zx
πh(s)

)
)
ds

≲ ||||f |2γ|||L̃p/(2γ)(T ) ≲ |||f |||2γ
L̃p(T )

. (3.73)

For any λ > 0, let

τλ := inf{t ⩾ 0, ηt > λ}.

We note that ητλ = λ, since η is a continuous process. Then,

λP(η∗T > λ) ⩽ λP(τλ ⩽ T ) ⩽ E
(
ητλ1{τλ⩽T}

)
⩽ Eητλ∧T .

In view of (3.69), we have

λP(η∗T > λ) ≲ h log h−1|||f |||2L̃p(T )
.

Set Ξh := h log h−1|||f |||2
L̃p(T )

. Then, for any δ ∈ (0, 1), by a change of variables,

E
(
η∗T
)1−δ

= (1− δ)

∫ ∞

0

λ−δP(η∗T > λ)dλ

≲
∫ ∞

0

λ−δ
(
1 ∧ (Ξhλ

−1)
)
dλ

≲ Ξ1−δ
h

∫ ∞

0

λ−δ(1 ∧ λ−1)dλ ≲ (h log h−1)(1−δ)∥f∥2(1−δ)
L̃p(T )

. (3.74)

Combining (3.73) and (3.74), in view of Hölder’s inequality, for any δ > 0 small enough,
we have

Eη∗T = E
[(
η∗T
)1−δ−√

δ(
η∗T
)δ+√

δ
]

≲
[
E
(
η∗T
)1−δ] 1−δ−

√
δ

1−δ
[
E
(
η∗T
)(√δ+1)(1−δ)

] √
δ

1−δ

≲ h1−δ−
√
δ(log h−1)1−δ−

√
δ|||f |||2L̃p(T )

and complete the proof.
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3.2.2 Time discretization for SDEs with localized Lp drift

Now, let us extend estimate (3.72) from Zx
t−s to the solution Xx

s,t of SDE (3.50) both in
the sense of paths and distributions (see (3.79) and (3.91) below). Recall that

Xx
s,t = x+

∫ t

s

B(r,Xx
s,r)dr +

∫ t

s

σ(Xx
s,r)dWr. (3.75)

Let µxs,t denote the distribution of Xx
s,t. For simplicity, we also set

Xx
t := Xx

0,t and µxt := µx0,t.

The following estimates follow from Girsanov’s transform and estimates for Zx
t (see [109,

Lemma 4.1] for (ii) and (iii)).

Lemma 3.26. Assume (3.49) with p0 > d ∨ 2.
(i) For any T > 0 and p ∈ (1,∞), there is a constant C = C(Ξ, p) such that for any

x ∈ Rd, 0 ⩽ s < t ⩽ T and nonnegative f ∈ L̃p,

Ef(Xx
t ) ⩽ Ct−d/(2p)|||f |||p. (3.76)

(ii)For any T > 0 and 2/q+d/p < 2, there is a constant C = C(Ξ, p, q) such that for any

x ∈ Rd, 0 ⩽ s < t ⩽ T and nonnegative f ∈ L̃pq(T ),

E
∫ t

s

f(r,Xx
r )dr + E

∫ t

s

f(r,Xx
πh(r)

)dr ⩽ C(t− s)1−
1
q
− d

2p |||f |||L̃p
q(T )

. (3.77)

(iii)For any T > 0, d/p+ 2/q < 2 and f ∈ L̃pq(T ),

sup
x∈Rd

E exp

(∫ T

0

f(t,Xx
t )dt

)
<∞. (3.78)

(iv)For any T > 0, δ > 0 and p > d ∨ 2, there is a constant C = C(Ξ, p) such that for

any x ∈ Rd, h ∈ (0, 1) and f ∈ L̃p(T ),

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s )− f(s,Xx

πh(s)
))ds

∣∣∣2) ⩽ Ch1−δ|||f |||2L̃p(T )
. (3.79)

Proof. Let Z̃x be a solution on a probability space (Ω̃, F̃ , (F̃t)t⩾0, P̃) to the following SDE

Z̃x
t = x+

∫ t

0

σ(Z̃x
r )dW̃r,
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where W̃t is a standard d-dimensional Brownian motion. Since p0 > 2∨ d, B2 ∈ L̃p0/2(T ).
By (3.63), one sees that for any γ > 0

sup
x

ẼP̃ exp

(
γ

∫ T

0

|σ−1B(t, Z̃x
t )|2dt

)
<∞.

Hence, by Novikov’s criterion,

ZT := exp

(
−
∫ T

0

σ−1B(t, Z̃x
t )dW̃t −

1

2

∫ T

0

|σ−1B(t, Z̃x
t )|2dt

)
is integrable and for any q > 0

ẼP̃|ZT |
q ⩽ C(Ξ, q). (3.80)

Define dQ := ZTdP̃. Then, by Girsanov’s theorem,

W̄t := W̃t −
∫ t

0

σ−1B(s, Z̃x
s )ds is a Q-martingale.

In other words,

Z̃x
t = x+

∫ t

0

B(s, Z̃s)ds+

∫ t

0

σ(Z̃s)dW̄s, Q− a.e.

Therefore, by the uniqueness of (3.75), we have

Q ◦ (Z̃x
· )

−1 = P ◦ (Xx
· )

−1. (3.81)

Now, we show (i)-(iv) one by one.
(i): In view of (3.81), one sees that

Ef(Xx
t ) = ẼQf(Z̃

x
t ) = ẼP̃

[
ZTf(Z̃t)

]
.

By Hölder’s inequality, (3.80) and (3.61), we have for any r ∈ (1, p) and 1/r′ + 1/r = 1,

Ef(Xx
t ) ⩽

(
ẼP̃|ZT |

r′
)1/r′ (

ẼP̃|f(Z̃t)|
r
)1/r

≲
(
t−dr/(2p)||||f |r|||p/r

)1/r
≲ t−d/(2p)|||f |||p,

which is (3.76).
(ii): Similarly to (i), by Hölder’s inequality and (3.62), we have

E
∫ t

s

f(u,Xx
u)du ⩽

(
ẼP̃|ZT |

r′
)1/r′ (

ẼP̃

[∫ t

s

f(u, Z̃x
u)du

]r)1/r

≲

(
ẼP̃

(
(t− s)r−1

∫ t

s

|f(u, Z̃x
u)|rdu

))1/r

≲ (t− s)1−1/q−d/(2p)
(
||||f |r|||L̃p/r

q/r

)1/r

≲ (t− s)1−1/q−d/(2p)|||f |||L̃p
q
.
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The term E
∫ t
s
f(u,Xx

πh(u)
)du can be estimated the same way.

(iii): For (3.78), it again follows from Hölder’s inequality that

E exp

(∫ T

0

f(t,Xx
t )dt

)
= ẼP̃

[
ZT exp

( ∫ T

0

f(t, Z̃x
t )dt

)]
⩽
(
ẼP̃|ZT |

r′
)1/r′ (ẼP̃ exp

(
r

∫ T

0

f(t, Z̃x
t )dt

))1/r

<∞

by (3.80) and (3.63).
(iv): Let

Af (h,X) := sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s )− f(s,Xx

πh(s)
))du

∣∣∣2
and

Af (h, Z̃) := sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s, Z̃x
s )− f(s, Z̃x

πh(s)
))du

∣∣∣2.
For any δ ∈ (0, 1), we note that

EAf (h,X) = ẼP̃

(
ZTAf (h, Z̃)

)
= ẼP̃

(
ZT |Af (h, Z̃)|δ|Af (h, Z̃)|1−δ

)
.

Based on Hölder’s inequality, (3.80), (3.77) and (3.72), for 1/r′ + 1/r = 1 with some
r ∈ (1, p/2), we have

EAf (h,X) ⩽
[
ẼP̃

(
|ZT |1/δAf (h, Z̃)

)]δ[
ẼP̃A

f (h, Z̃)
]1−δ

⩽
(
ẼP̃|ZT |

r′/δ
)δ/r′(ẼP̃|A

f (h, Z̃)|r
)δ/r(ẼP̃A

f (h, Z̃)
)1−δ

≲ ||||f |2r|||δ/r
L̃p/(2r)(T )

h(1−δ0)|||f |||2(1−δ)
L̃p(T )

≲ h1−δ0|||f |||2L̃p(T )
,

where δ0 = δ0(δ) → 0 as δ → 0, and complete the proof.

Next, we want to prove an estimate for supx ∥µxs −µxt ∥var. To this end, we will use the
relation between the PDE and the SDE. For any T > 0, consider the following backward
PDE:

∂tu
T +B · ∇uT + aij∂i∂ju

T = 0, uT (T ) = φ, (3.82)
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where φ ∈ C∞
b . By Proposition 2.10, there exists a unique solution uT to (3.82) in the

sense of Definition 2.6. Set

PX
s,tf(x) := Ef(Xx

s,t), PX
t := PX

0,t.

By (3.76), the domain of PX
s,t includes L̃

p for any p ∈ (1,∞]. Then we have the following
probabilistic representation.

Proposition 3.27. Let T > 0, φ ∈ C∞
b (Rd), uT and Xx

s,t be the solutions to (3.82) and
(3.75) respectively. Then,

uT (s, x) = Eφ(Xx
s,T ) = PX

s,Tφ(x). (3.83)

Proof. It is straightforward to obtain (3.83) by applying the generalized Itô formula (3.52)
to the function t 7→ uT (t,Xx

s,t) and taking expectation.

Apart from the probabilistic representation, by the generalized Itô formula, we have
the following Duhamel formula.

Lemma 3.28 (Duhamel formula). For any φ ∈ C∞
b (Rd),

PX
s,tφ(x) = P σ

t−sφ(x) +

∫ t

s

PX
s,r

(
B(r) · ∇P σ

t−rφ
)
(x)dr. (3.84)

Proof. For any t ∈ [0, T ], let vt = vt(t, x) be the solution to the following backward PDE:

∂rv
t + aij∂i∂jv

t = 0, vt(t) = φ.

Based on (3.83), one sees that vt(r) = P σ
t−rφ. By the generalized Itô formula (3.52), we

have

Evt(t,Xx
s,t) = vt(s, x) + E

∫ t

s

(∂rv
t + aij∂i∂jv

t +B · ∇vt)(r,Xx
s,r)dr,

which implies that

PX
s,tφ(x) = P σ

t−sφ+ E
∫ t

s

(B(r) · ∇P σ
t−rφ)(X

x
s,r)dr

= P σ
t−sφ+

∫ t

s

PX
s,r(B(r) · ∇P σ

t−rφ)(x)dr,

and we complete the proof.

Now we can prove the estimate for ∥µxt − µxs∥var. We note that similar results have
been proved in [117, Lemma 3.8 (1)(ii)] based on heat kernel estimates. It should be
mentioned that the order of time regularity in [117] depends on the Hölder index β of σ
and thus this is not applicable to our case.
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Lemma 3.29. Assume (3.49). For any T > 0 and q ∈ [p0,∞], there is a constant
C = C(Ξ, q) such that for any 0 < s ⩽ t ⩽ T and φ ∈ C∞

b ,

∥PX
t φ− PX

s φ∥∞ ⩽ C
[
[(t− s)

1
2
− d

2q s−
1
2
+ d

2q ] ∧ 1
]
s−

d
2q |||φ|||q. (3.85)

In particular, when q = ∞,

∥µxt − µxs∥var ⩽ C
[
[(t− s)1/2s−1/2] ∧ 1

]
. (3.86)

Proof. For simplicity, let

α :=
1

2
− d

2q
.

From (3.84), one sees that

PX
t φ− PX

s φ =
(
P σ
t φ− P σ

s φ
)
+

∫ t

s

PX
r

(
B(r) · ∇P σ

t−rφ
)
dr

+

∫ s

0

PX
r

[
B(r) · ∇

(
P σ
t−r − P σ

s−r
)
φ
]
dr

:=I1 + I2 + I3.

Based on (3.66), we have

∥I1∥∞ ≲
[
[(t− s)s−1] ∧ 1

]
s−

d
2q |||φ|||q

≲
[
(t− s)αs−α

]
s−

d
2q |||φ|||q.

By (3.76) and (3.61), we have

∥I2∥∞ ≲
∫ t

s

r−d/(2p0)|||B(r) · ∇P σ
t−rφ|||p0dr

≲
∫ t

s

r−d/(2p0)∥∇P σ
t−rφ∥∞dr

≲ s−d/(2q)
∫ t

s

r−d/(2p0)+d/(2q)(t− r)−1/2−d/(2q)dr|||φ|||q

:= s−d/(2q)K(t, s)|||φ|||q,

where

K(t, s) ⩽

(
s
− d

2p0
+ d

2q

∫ t

s

(t− r)α−1dr

)
∧
(
(t− s)

1
2
− d

2p0

∫ 1

0

r
− d

2p0
+ d

2q (1− r)−
1
2
− d

2qdr

)
≲ (s−α(t− s)α) ∧ 1
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since q ⩾ p0 > d.
It remains to estimate I3. By (3.76), we have

∥I3∥∞ ≲
∫ s

0

r−d/(2p0)|||B(r) · ∇
(
P σ
t−r − P σ

s−r
)
φ|||p0dr

≲
∫ s

0

r−d/(2p0)∥∇
(
P σ
t−r − P σ

s−r
)
φ∥∞dr. (3.87)

When q <∞, it follows (3.66) that

∥I3∥∞ ≲
∫ s

0

r−d/(2p0)
[
[(t− s)

1
2 (s− r)−

1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr|||φ|||q. (3.88)

We note

J :=

∫ s

0

r−d/(2p0)
[
[(t− s)

1
2 (s− r)−

1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr

⩽
∫ s

0

r−d/(2p0)(s− r)−1/2−d/(2q)dr ≲ s1/2−d/(2p0)−d/(2q) ≲ s−d/(2q), (3.89)

since p0 > d. In addition, when r ∈ (0, s
2
], one sees that[

(t− s)
1
2 (s− r)−

1
2

]
∧ 1 ⩽ (t− s)

1
2
− d

2q (s− r)−
1
2
+ d

2q ⩽ (t− s)
1
2
− d

2q
(s
2

)− 1
2
+ d

2q .

Hence,

J ≲s−1/2−d/(2q)
∫ s/2

0

r−d/(2p0)
[
[(t− s)

1
2 (s− r)−

1
2 ] ∧ 1

]
dr

+ s−d/(2p0)
∫ s

s/2

[
[(t− s)

1
2 (s− r)−

1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr

≲s−1(t− s)1/2−d/(2q)
∫ s/2

0

r−d/(2p0)dr

+ s−d/(2p0)
∫ s

s/2

[
[(t− s)

1
2 (s− r)−

1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr.

By two changes of variables, we have

J ≲s−d/(2p0)(t− s)1/2−d/(2q) + s−d/(2p0)
∫ s/2

0

[
(t− s)

1
2 r−

1
2 ∧ 1

]
r−1/2−d/(2q)dr

≲s−d/(2p0)(t− s)1/2−d/(2q)

+ s−d/(2p0)(t− s)1−1/2−d/(2q)
∫ ∞

0

[
r−

1
2 ∧ 1

]
r−1/2−d/(2q)dr

≲s−d/(2p0)(t− s)1−1/2−d/(2q) ≲ s−
1
2 (t− s)

1
2
− d

2q ,

(3.90)
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since q <∞ and p0 > d, which combined with (3.89) implies that

J ≲
(
s−α(t− s)α

)
∧ s−

d
2q =

(
[(t− s)αs−α] ∧ 1

)
s−

d
2q .

When q = ∞, by (3.87) and (3.67), we have

∥I3∥∞ ≲
∫ s

0

r−d/(2p0)
[
[(t− s)

1+β
2 (s− r)−

1+β
2 ] ∧ 1

]
(s− r)−

1
2dr∥φ∥∞.

By the same calculation as (3.89) and (3.90), we have

J ≲
(
s−

1
2 (t− s)

1
2

∫ ∞

0

[
r−

1+β
2 ∧ 1

]
r−1/2−d/(2q)dr

)
∧ 1 ≲

(
s−

1
2 (t− s)

1
2

)
∧ 1.

Thus, we obtain (3.85). In particular, by Lusin’s theorem and (3.85), we have

∥µxt − µxs∥var = sup
φ∈C∞

b

|PX
t φ(x)− PX

s φ(x)|
∥φ∥∞

≲ (t− s)
1
2 s−

1
2 .

Moreover, it is easy to see that

∥µxt − µxs∥var ⩽ 2,

which completes the proof.

The following lemma is the distribution dependent version of (3.79).

Lemma 3.30. For any T > 0, p ∈ (d ∨ 2,∞), assume that f : R+ × Rd × P(Rd) → R
such that

κf := sup
t∈[0,T ]

sup
µ,ν

(
|||f(t, ·, µ)|||p +

|||f(t, ·, µ)− f(t, ·, ν)|||p
∥µ− ν∥var

)
<∞.

Then, for any δ > 0, there is a constant C = C(Ξ, p, δ) such that for any x ∈ Rd and
h ∈ (0, 1)

E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s , µ

x
s)− f(s,Xx

πh(s)
, µxπh(s)))ds

∣∣∣2) ⩽ C(κf )
2h1−δ. (3.91)

Proof. For simplicity, we drop the superscript x from Xx and µx. First of all, we note
that

E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xs, µs)− f(s,Xπh(s), µπh(s)))ds
∣∣∣2)

≲ E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xs, µs)− f(s,Xπh(s), µs))ds
∣∣∣2)

+ E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xπh(s), µs)− f(s,Xπh(s), µπh(s)))ds
∣∣∣2)

:=I h
1 + I h

2 .
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By (3.79), for any δ > 0, we have

I h
1 ≲ h1−δ sup

t∈[0,T ]
|||f(t, ·, µt)|||2p ≲ h1−δ(κf )

2.

For I h
2 , we use the same method as in Step 2 of the proof of Lemma 3.24. For any

0 ⩽ s < t ⩽ T , set

J h
s,t :=

∫ t+h

s+h

|f(r,Xπh(r), µr)− f(r,Xπh(r), µπh(r))|dr

and ∥ · ∥ :=
(
E| · |2

)1/2
. Then

I h
2 ⩽ E

∣∣∣ ∫ T+h

h

|f(s,Xπh(s), µs)− f(s,Xπh(s), µπh(s))|ds
∣∣∣2 = ∥J h

0,T∥2,

since πh(r) = r, if r < h. Based on Hölder’s inequality and (3.77), one sees that if
2/q + d/p < 1, then

E|J h
s,t|2 ≲ (t− s)E

∫ t+h

s+h

∣∣∣f(r,Xπh(r), µr)− f(r,Xπh(r), µπh(r))
∣∣∣2dr

≲ (t− s)
(∫ t+h

s+h

|||f(r, ·, µr)− f(r, ·, µπh(r))|||
q
pdr
)2/q

≲ (κf )
2(t− s)

(∫ t+h

s+h

∥µr − µπh(r)∥
q
vardr

)2/q
.

Then, by (3.86) and the fact that q > 2, for any δ > 0 we have

∥J h
s,t∥ ≲ κf (t− s)1/2

(∫ t+h

s+h

h(
1
2
−δ)q(πh(r))

−q/2dr
)1/q

≲ κf (t− s)1/2h1/2−δ
(∫ t

s

r−q/2dr
)1/q

≲ κfh
1/2−δ(t− s)1/2+1/qs−1/2.

Taking tn := 2−nT , we have

∥J h
0,T∥ ⩽

∞∑
n=0

∥J h
tn+1,tn

∥ ≲ κfh
1/2−δ

∞∑
n=0

(tn − tn+1)
1/2+1/q(tn+1)

−1/2

≲ κfh
1/2−δT 1/q

∞∑
n=0

2−
n+1
q ≲ κfh

1/2−δ,

which implies I h
2 ≲ (κf )

2h1−2δ and we complete the proof.
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3.2.3 Time regularity for solutions to parabolic PDEs

In this section, we establish the time regularity for the solution of PDE (3.51). First, we
give the following probabilistic representation of the solution to PDE if B ≡ 0.

Lemma 3.31. Let B ≡ 0 and u be a solution to PDE (3.51). Then,

u(t) =

∫ t

0

e−λ(t−s)P σ
t−sf(s)ds+ e−λtP σ

t φ. (3.92)

Proof. Applying the generalized Itô formula (3.52) to

s→ e−λsu(t− s, Zx
s ),

we get

e−λtu(0, Zx
t )− u(t, x) =

∫ t

0

e−λs(−∂su+ aij∂i∂ju− λu)(t− s, Zx
s )ds

+

∫ t

0

e−λs∇u(t− s, Zx
s )dWs.

Taking expectation of both sides, we obtain that

e−λtP σ
t φ− u(t) = −

∫ t

0

e−λsP σ
s f(t− s)ds,

which is (3.92) by a change of variable and this completes the proof.

Using the above lemma, we have the following time Hölder regularity of ∇u.

Lemma 3.32. Assume φ ≡ 0. Under condition (3.49) with some p0 ∈ (d,∞), for any

λ ⩾ 0, there is a constant C = C(Ξ, p, λ) such that for all t, s ∈ [0, T ] and f ∈ L̃p0(T ) the
solution u to (3.51) in the sense of Definition 2.6 satisfies

∥∇u(t)−∇u(s)∥∞ ⩽ C|t− s|
1
2
− d

2p0 |||f |||L̃p0 (T ). (3.93)

Remark 3.33. By Remark 2.9 and (3.93), we further have that there is a version of the
solution such that u ∈ C([0, T ];C1).

Proof. First, since B, f ∈ L̃p0(T ) ⊂ L̃p0q (T ), ∀q, we indeed have a unique solution u. Set

g(s) := B · ∇u(s) + f(s).

In view of (2.20),

|||g|||L̃p0 (T ) ⩽ |||b|||L̃p0 (T )∥∇u∥L∞
T
+ |||f |||L̃p0 (T ) ≲ |||f |||L̃p0 (T ).
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Then, for any 0 ⩽ s < t ⩽ T , by (3.92), one sees that

∥∇u(t)−∇u(s)∥∞ =

∥∥∥∥∫ t

s

e−λ(t−r)∇P σ
t−rg(r)dr

∥∥∥∥
∞

+

∥∥∥∥∫ s

0

(
e−λ(t−r) − e−λ(s−r)

)
∇P σ

t−rg(r)dr

∥∥∥∥
∞

+

∥∥∥∥∫ s

0

e−λ(s−r)
(
∇P σ

t−r −∇P σ
s−r
)
g(r)dr

∥∥∥∥
∞

=: I1 + I2 + I3.

By (3.61), one sees that

I1 ≲
∫ t

s

(t− r)−1/2−d/(2p0)|||g(r)|||p0dr

≲
∫ t

s

(t− r)−1/2−d/(2p0)dr|||g|||L̃p0 (T )

≲ |t− s|
1
2
− d

2p0 |||f |||L̃p0 (T ).

For I2, noting that |e−x − e−y| ⩽ |x− y| for any x, y > 0, it follows from (3.61) that

I2 ≲ |t− s|
∫ s

0

(t− r)−1/2−d/(2p0)|||g(r)|||p0dr

≲ |t− s||||g|||L̃p0 (T ) ≲ |t− s||||f |||L̃p0 (T ).

For I3, by (3.66) with q = ∞, we have

I3 ≲
∫ s

0

([(t− s)
1
2 (s− r)−

1
2 ] ∧ 1)(s− r)−1/2−d/(2p0)dr|||g|||L̃p0 (T ).

By a change of variable, we have

I3 ≲ |t− s|
1
2
− d

2p0

∫ ∞

0

([(s− r)−
1
2 ] ∧ 1)(s− r)−1/2−d/(2p0)dr|||f |||L̃p0 (T )

≲ |t− s|1/2−d/(2p0)|||f |||L̃p0 (T )

and complete the proof.

Moreover, we also have an estimate of time regularity for the solution to the following
Cauchy problem.
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Lemma 3.34. Assume (3.49). Let φ ∈ C∞
b and let u be the unique solution to the

following Cauchy problem on [0, T ] in the sense of Definition 2.6

∂tu = aij∂i∂ju+B · ∇u, u0 = φ. (3.94)

Then there is a constant C = C(Ξ) such that for all 0 ⩽ s < t ⩽ T ,

∥∇u(t)−∇u(s)∥∞ ⩽ C(t− s)
1
2
− d

2p0 s
−1+ d

2p0 ∥φ∥∞. (3.95)

Proof. First, by (3.92), we have

u(t) =

∫ t

0

P σ
t−s(B · ∇u)(s)ds+ P σ

t φ, (3.96)

which implies that

∥∇u(t)∥∞ ≲
∫ t

0

(t− s)
− 1

2
− d

2p0 |||B · ∇u(s)|||p0ds+ t−
1
2 |||φ|||∞

≲
∫ t

0

(t− s)
− 1

2
− d

2p0 ∥∇u(s)∥∞ds+ t−
1
2 |||φ|||∞

because of (3.61). Hence, by Gronwall’s inequality, we have

∥∇u(t)∥∞ ≲ t−
1
2 |||φ|||∞. (3.97)

By (3.96), (3.61) and (3.66), one sees that

∥∇u(t)−∇u(s)∥∞ ⩽
∫ t

s

∥∇P σ
t−r(B · ∇u)(r)∥∞dr +

∫ s

0

∥∇(P σ
t−r − P σ

s−r)B · ∇u(r)∥∞dr

+ ∥∇(P σ
t − P σ

s )φ∥∞.

≲
∫ t

s

(t− r)
− 1

2
− d

2p0 ∥∇u(r)∥∞dr

+

∫ s

0

{[
(t− s)

1
2 (s− r)−

1
2

]
∧ 1
}
(s− r)

− 1
2
− d

2p0 ∥∇u(r)∥∞dr

+
{[

(t− s)
1
2 s−

1
2

]
∧ 1
}
s−

1
2∥φ∥∞

:=I1 + I2 + I3.

Then, noting that x ∧ 1 ⩽ xθ for all x ⩾ 0 and θ ∈ [0, 1], we have

I3 ≲
{[

(t− s)
1
2 s−

1
2

]
∧ 1
}
s−

1
2∥φ∥∞ ≲ (t− s)

1
2
− d

2p0 s
−1+ d

2p0 ∥φ∥∞.
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Based on (3.97) and a change of variable,

I1 ≲ ∥φ∥∞
∫ t

s

(t− r)
− 1

2
− d

2p0 r−
1
2dr ≲ (t− s)

1
2
− d

2p0 s−
1
2∥φ∥∞

≲ (t− s)
1
2
− d

2p0 s
−1+ d

2p0 ∥φ∥∞

since p0 > d. For I2, again by (3.97), we divide [0, s] into [0, s/2) and [s/2, s] and have

I2

∥φ∥∞
≲
( ∫ s/2

0

+

∫ s

s/2

){[
(t− s)

1
2 (s− r)−

1
2

]
∧ 1
}
(s− r)

− 1
2
− d

2p0 r−
1
2dr

≲(t− s)
1
2
− d

2p0 s−1

∫ s/2

0

r−
1
2dr

+ s−
1
2

∫ s

s/2

{[
(t− s)

1
2 (s− r)−

1
2

]
∧ 1
}
(s− r)

− 1
2
− d

2p0 dr

≲(t− s)
1
2
− d

2p0 s−
1
2 + s−

1
2

∫ s

0

{[
(t− s)

1
2 r−

1
2

]
∧ 1
}
r
− 1

2
− d

2p0 dr,

where we used the fact that[(
(t− s)

1
2 (s− r)−

1
2

)
∧ 1
]
(s− r)

− 1
2
− d

2p0

⩽ (t− s)
1
2
− d

2p0 (s− r)−1 ⩽ 2(t− s)
1
2
− d

2p0 s−1 ∀r ∈ [0, s/2).

From a change of variable, we have

I2 ≲
[
(t− s)

1
2
− d

2p0 s−
1
2 + s−

1
2 (t− s)

1− 1
2
− d

2p0

∫ ∞

0

(r−
1
2 ∧ 1)r

− 1
2
− d

2p0 dr
]
∥φ∥∞

≲ (t− s)
1
2
− d

2p0 s−
1
2∥φ∥∞ ≲ (t− s)

1
2
− d

2p0 s
−1+ d

2p0 ∥φ∥∞

since p0 ∈ (d,∞) and complete the proof.



Chapter 4

Well-posedness of McKean-Vlasov
SDEs with mixed Lp coefficients

In this chapter, we consider the following dDDSDE:

dXt = b(t,Xt, ρt(Xt), µXt)dt+ σ(t,Xt)dWt, (4.1)

where ρt(x) is the density of Xt and b(t, x, r, µ) : R+ × Rd × R+ × P(Rd) → Rd is a
measurable function.

Here is the main result in this chapter

Theorem 4.1. (Weak well-posedness) Suppose that (Aσ) holds and for any T > 0
and i = 1, · · · , d, there are indices (qi,pi) ∈ I o and πi ∈ Sd such that

sup
µ∈C([0,T ];P(Rd))

||| sup
r⩾0

|bi(·, ·, r, µ·)||||L̃qi
T (L̃pi

πi
) ⩽ κ1, (4.2)

and for some hi ∈ LqiT (L̃
pi
πi) and for all t, x ∈ [0, T ]× Rd, r, r′ ⩾ 0 and µ, ν ∈ P(Rd),

|bi(t, x, r, µ)− bi(t, x, r′, ν)| ⩽ hi(t, x)
(
|r − r′|+ ∥µ− ν∥var

)
. (4.3)

Then for any probability measure µ0(dx) = ρ0(x)dx with ρ0 ∈ L∞, there is a unique weak
solution (X,W,U), or equivalently, a martingale solution to dDDSDE (4.1) with initial
distribution µ0.

As a consequence, we have the following strong well-posedness.

Theorem 4.2. (Strong well-posedness) In addition to the assumptions in Theorem
4.1, we also assume (Hσ

mix) holds. Then there is a unique strong solution.

Proof. It is directly from Theorems 4.1 and 3.1.

The proof of Theorem 4.1 is presented in the following. Section 4.1 establishes stability
(1.31), which is a crucial prerequisite for the subsequent analysis. The Picard iteration is
then utilized in Section 4.2 to demonstrate Theorem 4.1.

91
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4.1 On the stability of densities of solutions to SDEs

with respect to drifts

In this section we prepare a stability result about the density of classical SDEs. Our
starting point is the associated Fokker-Planck equation. Fix z ∈ Rd. Let

Azs,t :=

∫ t

s

A(r, z)dr with A(r, z) = (aij(r, z)) = ((σσ∗)ij(r, z))/2.

Let P z
s,tf(x) be the Gaussian heat kernel associated with Azs,t, i.e.,

P z
s,tf(x) =

∫
Rd

hAz
s,t
(x− y)f(y)dy,

where for a symmetric positive definite matrix A,

hA(x) :=
e−⟨A−1x,x⟩/4√
(4π)d det(A)

.

Lemma 4.3. Let β ∈ [0, 1], k ∈ N0, p ∈ [1,∞]d and π ∈ Sd. Under (Aσ), for any
T > 0, there is a constant C = C(T, d, β, k,p, κ0) > 0 such that for all 0 ⩽ s < t ⩽ T

and 0 ⩽ f ∈ L̃p
π,

|∇kP z
s,t(| · |βf)(0)| ⩽ C(t− s)

1
2
(β−k−| 1

p
|)|||f |||L̃p

π
.

Proof. First of all, by definition and (Aσ), it is easy to see that for some λ > 0,

|∇khAz
s,t
(x)| ≲ (t− s)−

k+d
2 e−

|x|2
λ(t−s) = (t− s)−

k
2 (2πλ)

d
2 gλ(t−s)(x),

and for some λ′ > λ,

|∇kP z
s,t(| · |βf)(0)| ≲ (t− s)−

k
2

∫
Rd

gλ(t−s)(y)|y|βf(y)dy

≲ (t− s)
β
2
− k

2

∫
Rd

gλ′(t−s)(y)f(y)dy.

Let p′ ∈ (1,∞)d be defined by 1
p
+ 1

p′ = 1. Fix r > 0. By Hölder’s inequality we have∫
Rd

gλ′(t−s)(y)f(y)dy =
1

|Br
0|

∫
Rd

∫
Rd

gλ′(t−s)(y)1Br
z
(y)f(y)dydz

⩽
1

|Br
0|

∫
Rd

∥1Br
z
gλ′(t−s)∥Lp′

π
∥1Br

z
f∥Lp

π
dz

⩽
1

|Br
0|

(∫
Rd

∥1Br
z
gλ′(t−s)∥Lp′

π
dz

)
|||f |||L̃p

π
. (4.4)
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Below, without loss of generality, we suppose s = 0. By a change of variables, we have∫
Rd

∥1Br
z
gλt∥Lp′

π
dz = (2πλt)−

d
2

∫
Rd

∥1Br
z
e−

|·|2
λt ∥Lp′

π
dz

≲ t−
d
2

d∏
i=1

∫
R

(∫
|yi−zi|⩽r

e−
p′i|yi|

2

λt dyi

) 1
p′
i
dzi =: t−

d
2

d∏
i=1

Ji.

For each i, we have

Ji =
∫
|zi|⩽2r

(∫
|yi−zi|⩽r

e−
p′i|yi|

2

λt dyi

) 1
p′
i
dzi +

∫
|zi|>2r

(∫
|yi−zi|⩽r

e−
p′i|yi|

2

λt dyi

) 1
p′
i
dzi

⩽
∫
|zi|⩽2r

(∫
R
e−

p′i|yi|
2

λt dyi

) 1
p′
i
dzi +

∫
|zi|>2r

e−
p′i(|zi|−r)2

λt

(∫
|yi−zi|⩽r

dyi

) 1
p′
i
dzi

≲

(∫
R
e−

p′i|yi|
2

λt dyi

) 1
p′
i
+

∫
R
e−

p′i|zi|
2

2λt dzi ≲ t
1

2p′
i + t

1
2 ≲ t

1
2p′

i = t
1
2
(1− 1

pi
)
.

Hence, ∫
Rd

∥1Br
z
gλt∥Lp′

π
dz ≲ t−

d
2

d∏
i=1

t
1
2
(1− 1

pi
)
= t−| 1

p
|/2.

Combining the above estimates, we obtain the desired estimate.

The following stability result shall be used below to show the existence and uniqueness.

Lemma 4.4. Let b0, b1 be two Borel measurable functions satisfying (2.49) and for k =
0, 1, µk(dx) := ρok(x)dx with ρok ∈ L∞. Let Pk ∈ Mσ,bk

µk
be the unique martingale solution

and ρk(t, x) be the density of the coordinated process wt under Pk. Then for any T > 0,
there is a constant C = C(T,Θ) > 0 such that for all t ∈ [0, T ],

∥ρ0(t)− ρ1(t)∥L∞ ≲C ∥ρo0 − ρo1∥L∞ +
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)|||bi0(s)− bi1(s)|||L̃pi

πi
ds. (4.5)

Proof. First of all, by the heat kernel estimate (3.41), we have for all t, y,

ρk(t, y) ⩽
C1

td/2

∫
Rd

e
− |x−y|2

2δ1t ρok(x)dx ≲ ∥ρok∥L∞ , k = 0, 1. (4.6)

Note that ρk solves the following Fokker-Planck equation in the distributional sense:

∂tρk = ∂i∂j(aijρk) + div(bkρk), k = 0, 1,
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where a = σσ∗/2 and we use the Einstein convention for summation. Below we use the
freezing technique to show our result. Fix z ∈ Rd. For a function f , we set

τzf(x) := f(x+ z), ℓ(t, x) := ρ0(t, x)− ρ1(t, x).

By the invariance of shifting the spatial variable x, we have

∂tτzℓ = ∂i∂j(τzaijτzℓ) + div(τzb0τzℓ) + div(τz(b0 − b1)τzρ1)

= aij(t, z)∂i∂jτzℓ+ ∂i∂j((τzaij − aij(t, z))τzℓ)

+ div(τzb0τzℓ) + div(τz(b0 − b1)τzρ1).

By Duhamel’s formula we have

τzℓ(t, x) = P z
0,tτzℓ(0, x) +

∫ t

0

P z
s,t(∂i∂j((τzaij − aij(s, z))τzℓ))(s, x)ds

+

∫ t

0

P z
s,tdiv(τzb0τzℓ)(s, x)ds+

∫ t

0

P z
s,tdiv(τz(b0 − b1)τzρ1)(s, x)ds.

By (Aσ) and Lemma 4.3 we have

|τzℓ(t, 0)| ≲ |P z
0,tτzℓ(0, 0)|+

∫ t

0

(t− s)
γ0
2
−1∥τzℓ∥L∞ds

+
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)|||τzbi0τzℓ|||L̃pi

πi
ds

+
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)|||τz(bi0 − bi1)τzρ1|||L̃pi

πi
ds.

Noting that

|||τzbi0τzℓ|||L̃pi
πi

⩽ |||τzbi0|||L̃pi
πi
∥τzℓ∥L∞ ⩽ κ1∥ℓ∥L∞ ,

and by (4.6),

|||τz(bi0 − bi1)τzρ1|||L̃pi
πi

⩽ |||τz(bi0 − bi1)|||L̃pi
πi
∥τzρ1∥L∞

= |||bi0 − bi1|||L̃pi
πi
∥ρ1∥L∞ ≲ |||bi0 − bi1|||L̃pi

πi
∥ρo1∥L∞ ,

we further have

∥ℓ(t)∥L∞ = sup
z

|τzℓ(t, 0)| ≲ ∥ℓ(0)∥L∞ +

∫ t

0

(t− s)
γ0
2
−1∥ℓ(s)∥L∞ds

+
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)∥ℓ(s)∥L∞ds

+
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)|||bi0 − bi1|||L̃pi

πi
ds.
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By Lemma A.4, we obtain the desired estimate.

4.2 Proof of the well-posedness

Now we are ready to prove the main result of this section.

Proof of Theorem 4.1. We divide the proof into three steps.
(Step 1). Let µ0

t ≡ µ0 for any t ⩾ 0. We consider the following Picard iteration: for
n ∈ N,

dXn
t = bn(t,X

n
t )dt+ σ(t,Xn

t )dWt, Xn
0

(d)
= µ0, (4.7)

where
bn(t, x) := b(t, x, ρn−1

t (x), µn−1
t ),

and

µn−1
t is the marginal distribution of Xn−1

t , which has a density ρn−1
t . (4.8)

By (4.2), one sees that for each i = 1, · · · , d,

sup
n

|||bin|||L̃qi
T (L̃pi

πi
) ⩽ κ1. (4.9)

Thus, by Theorem 3.14, for each n ∈ N, there is a unique weak solution (Xn,W n,Un) to
SDE (4.7), where

Un := (Ωn,F n,Pn; (F
n
t )t⩾0),

and for each t > 0, Xn
t admits a density ρnt satisfying the following estimate: for all

(t, y) ∈ [0, T ]× Rd,

ρnt (y) ⩽
C1

td/2

∫
Rd

e
− |x−y|2

δ1t ρ0(x)dx ≲ ∥ρ0∥∞. (4.10)

Moreover, for any T > 0, by (3.40), there is a constant C > 0 such that

sup
n

EPn|Xn
t −Xn

s |4 ⩽ C|t− s|2, s, t ∈ [0, T ],

and by (3.43), for any (q0,p0) ∈ I2, there is a constant C > 0 such that for all f ∈
L̃q0T (L̃

p0
π ),

sup
n

EPn

(∫ T

0

f(s,Xn
s )ds

)
⩽ C|||f |||L̃q0

T (L̃p0
π ). (4.11)
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In particular, by Kolmogorov’s criterion,

the laws Pn of Xn
· in CT are tight. (4.12)

(Step 2). For simplicity of notations, we write

Γn,m(t) := ∥ρht − ρmt ∥L∞ + ∥ρht − ρmt ∥L1 .

Noting that by (4.3) and (4.8),

|bin(s, x)− bim(s, x)| ⩽ hi(s, x)
(
|ρn−1
s (x)− ρm−1

s (x)|+ ∥µn−1
s − µm−1

s ∥var
)

⩽ hi(s, x)Γn−1,m−1(s),

we have

|||bin(s)− bim(s)|||L̃pi
πi

⩽ |||hi(s)|||L̃pi
πi
Γn−1,m−1(s) =: ℓi(s)Γn−1,m−1(s). (4.13)

Since ( qi
2
, pi

2
) ∈ I2, by Lemma 3.26 and (4.11), (4.13), we have

H(µnt |µmt ) ⩽
1

2
EPm

(∫ t

0

|σ−1(s, ws)(bn(s, ws)− bm(s, ws))|2ds
)

⩽
∥σ−1∥2∞

2
EPm

(∫ t

0

|bn(s, ws)− bm(s, ws)|2ds
)

≲
d∑
i=1

(∫ t

0

||||bin(s)− bim(s)|2|||
qi/2

L̃pi/2
πi

ds

) 2
qi

=
d∑
i=1

(∫ t

0

|||bin(s)− bim(s)|||
qi

L̃pi
πi

ds

) 2
qi

≲
d∑
i=1

(∫ t

0

ℓqii (s)Γ
qi
n−1,m−1(s)ds

) 2
qi

.

By Pinsker’s inequality (2.58), we get

∥ρnt − ρmt ∥L1 = ∥µnt − µmt ∥var ≲
d∑
i=1

(∫ t

0

ℓqii (s)Γ
qi
n−1,m−1(s)ds

) 1
qi

. (4.14)

On the other hand, by (4.5), (4.13) and Hölder’s inequality, for q′i =
qi
qi−1

, we have

∥ρht − ρmt ∥L∞ ≲
d∑
i=1

∫ t

0

(t− s)
− 1

2
(1+| 1

pi
|)
ℓi(s)Γn−1,m−1(s)ds

≲
d∑
i=1

(∫ t

0

(t− s)
− q′i

2
(1+| 1

pi
|)
ds

) 1
q′
i

(∫ t

0

ℓqii (s)Γ
qi
n−1,m−1(s)ds

) 1
qi

≲
d∑
i=1

(∫ t

0

ℓqii (s)Γ
qi
n−1,m−1(s)ds

) 1
qi

,
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which together with (4.14) yields

Γn,m(t) ≲
d∑
i=1

(∫ t

0

ℓqii (s)Γ
qi
n−1,m−1(s)ds

) 1
qi

.

Let q = q1 ∨ · · · ∨ qd. By Hölder’s inequality with respect to ℓqii (s)ds, we get

Γqn,m(t) ≲
d∑
i=1

(∫ t

0

ℓqii (s)Γ
q
n−1,m−1(s)ds

)(∫ t

0

ℓqii (s)ds

) q
qi
−1

≲
∫ t

0

d∑
i=1

ℓqii (s)Γ
q
n−1,m−1(s)ds.

Therefore, by (4.10) and the Fatou lemma,

lim
n,m→∞

Γqn,m(t) ≲
∫ t

0

d∑
i=1

ℓqii (s) lim
n,m→∞

Γqn−1,m−1(s)ds,

which implies by the Gronwall inequality that for each t ∈ [0, T ],

lim
n,m→∞

(
∥ρht − ρmt ∥L∞ + ∥ρht − ρmt ∥L1

)
= lim

n,m→∞
Γqn,m(t) = 0. (4.15)

Now by (4.12), there is a subsequence nk such that as k → ∞,

Pnk
weakly converges to some P ∈ P(CT ),

and by (4.15), P ◦ w−1
t (dx) = µt(dx) = ρt(x)dx and for each t ∈ (0, T ],

lim
n→∞

(
∥ρht − ρt∥L∞ + ∥ρht − ρt∥L1

)
= 0. (4.16)

(Step 3). In this step we show P ∈ Mσ,b
µ0
. More precisely, we want to show that for

fixed f ∈ C2
c (Rd), the process M f

t defined by (2.56) is a Bt-martingale under P, that is,
for any t0 < t1 and every bounded Bt0-measurable continuous function η,

E
(
(M f

t1 −M f
t0)η
)
= 0. (4.17)

Note that for each k ∈ N, by SDE (4.7) and Itô’s formula,

EPnk

(
(Mk

t1
−Mk

t0
)η
)
= 0,

where

Mk
t := f(wt)− f(w0)−

∫ t

0

(
tr(ank

· ∇2f) + bnk
· ∇f

)
(s, ws)ds.
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Since x 7→ ank
(s, x) is continuous, to show (4.17), the key point is to prove the following:

lim
k→∞

EPnk

(
η

∫ t1

t0

bnk
(s, ws) · ∇f(s, ws)ds

)
= E

(
η

∫ t1

t0

b(s, ws, ρs(ws), µs) · ∇f(s, ws)ds
)
,

which follows from:

lim
m→∞

sup
k

EPnk

(∫ t1

t0

|bnm(s, ws)− b(s, ws, ρs(ws), µs)|ds
)

= 0, (4.18)

together with

lim
k→∞

EPnk

(
η

∫ t1

t0

bnm(s, ws) · ∇f(ws)ds
)

= EP

(
η

∫ t1

t0

bnm(s, ws) · ∇f(ws)ds
)

(4.19)

for each m ∈ N. The first limit (4.18) follows by the Krylov estimates (4.11), (4.3) and
(4.16). For the second, let

bεnm
(s, x) := bnm(s, ·) ∗ Γε(x), ε ∈ (0, 1),

where Γε is the mollifiers in (0.1). For each ε ∈ (0, 1), since x 7→ bεnm
(s, x) is bounded

continuous, by the weak convergence of Pnk
, we have

lim
k→∞

EPnk

(
η

∫ t1

t0

bεnm
(s, ws) · ∇f(ws)ds

)
= EP

(
η

∫ t1

t0

bεnm
(s, ws) · ∇f(ws)ds

)
. (4.20)

Moreover, for each m ∈ N and R > 0, by the Krylov estimate (4.11), we also have

lim
ε→0

sup
k

EPnk

(∫ t1

t0

|bεnm
− bnm |(s, ws)|1|ws|⩽Rds

)
≲ lim

ε→0

d∑
i=1

∥(bεnm
− bnm)

i
1BR

0
∥Lqi

T (Lpi
πi

) = 0,

(4.21)

and

lim
R→∞

sup
k,ε

EPnk

(∫ t1

t0

|bεnm
− bnm|(s, ws)|1|ws|⩾Rds

)
= 0. (4.22)

Combining (4.20), (4.21) and (4.22), we obtain (4.19). Thus we complete the proof of
existence. On the other hand, by the same calculations as in (4.15), one can show that
any two weak solutions have the same marginal distribution. Then by Theorem 3.14, we
get the weak uniqueness.

Remark 4.5. If b does not depend on the density variable r, then we can drop the
assumption µ0(dx) = ρ0(x)dx. In this case, we can only use (4.14) to show that µnt is a
Cauchy sequence. We note that a similar result has been shown in [105]. However, even
in the non-mixed norm case, the results in [105] do not cover our case since we are using
the total variational norm in (4.3). Moreover, our proofs are based on the Fokker-Planck
equation, and Wang’s proofs are based on the backward Kolmogorov equation.



Chapter 5

Propagation of chaos of
McKean-Vlasov SDEs with singular
interactions

Let ϕ : R+ × Rd × Rd → Rm, F : R+ × Rd × Rm → Rd and σ : R+ × Rd → Rd ⊗ Rd be
Borel measurable functions. For a (sub)-probability measure µ over Rd, we define

b(t, x, µ) := F (t, x, (ϕt ⊛ µ)(x)),

where ϕt(x, y) := ϕ(t, x, y) and

(ϕt ⊛ µ)(x) :=

∫
Rd

ϕt(x, y)µ(dy).

Consider the following interacting system of N -particles,

dXN,i
t = b

(
t,XN,i

t , ηXN
t

)
dt+ σ

(
t,XN,i

t

)
dW i

t , i = 1, · · · , N, (5.1)

where XN
t := (XN,1

t , · · · , XN,N
t ) and ηXN

t
stands for the empirical distribution measure,

ηXN
t
(dy) :=

1

N

N∑
j=1

δXN,j
t

(dy),

and {W i, i ∈ N} is a sequence of independent standard Brownian motions on some
stochastic basis (Ω,F ,P, (Ft)t⩾0).

In this chapter we are mainly concerned with the weak and strong convergence of
the solutions to (5.1) with general Lp-singular interaction ϕt(x, y) to the solution of the
following DDSDE when N → ∞:

dXt = b(t,Xt, µXt)dt+ σ(t,Xt)dW
1
t , (5.2)

99
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where µXt denotes the distribution of Xt.
Moreover, we are also interested in the moderately interacting kernel ϕt(x, y) =

ϕεN (x − y), where ϕεN is a family of mollifiers and εN → 0 as N → ∞. In this case,
the solution to the interacting particle system

dXN,i
t = F

(
t,XN,i

t , (ϕεN ⊛ ηXN
t
)(XN,i

t )
)
dt+ σ

(
t,XN,i

t

)
dW i

t , i = 1, · · · , N, (5.3)

is expected to converge to the solution of the following dDSDE (see [81, 61]):

dXt = F (t,Xt, ρXt(Xt))dt+ σ(t,Xt)dWt, (5.4)

where ρXt stands for the density of Xt. Here ρ := (ρXt)t⩾0 solves the following nonlinear
and local (or Nemytskii-type) Fokker-Planck equation:

∂tρ = ∂i∂j(aijρ) + div(F (ρ)ρ). (5.5)

It should be kept in mind that for d = 1 and F (ρ) = ρ, this is Burgers-type equation.
Now, we make the following assumptions for b.

(Hb) Suppose that ϕt(x, x) = 0 and for some measurable h : R+ ×Rd → R+ and κ1 > 0,

|F (t, x, r)| ⩽ h(t, x) + κ1|r|, |F (t, x, r)− F (t, x, r′)| ⩽ κ1|r − r′|, (5.6)

and for some (q,p) ∈ I o and π ∈ Sd and for any T > 0,

|||h|||Lq
T (L̃p

π) +

[∫ T

0

sup
y∈Rd

(
|||ϕt(·, y)|||qL̃p

π
+ |||ϕt(y, ·)|||qL̃p

π

)
dt

] 1
q

⩽ κ1. (5.7)

Example 1. We provide two examples to illustrate condition (5.7).

(i) Let d ⩾ 2 and ϕt(x, y) = ct(x, y)/|x− y|α, where ct(x, y) is bounded measurable and
α ∈ (0, 1). It is easy to see that (5.7) holds for q close to ∞ and p ∈ (d, d

α
) with

d
p
+ 2

q
< 1.

(ii) Let d ⩾ 1 and ϕt(x, y) = ct(x, y)/Π
d
i=1|xi−yi|αi , where αi ∈ (0, 1

2
) satisfies α1+ · · ·+

αd < 1 and ct(x, y) is bounded measurable. Note that one can choose q close to ∞
and pi > 2 close to 1/αi so that | 1

p
|+ 2

q
< 1 and (5.7) holds. In this case, the kernel

is allowed to have singularities along each axis.

The aim of this chapter is to show the following strong convergence of the particle
approximation.

Theorem 5.1. Let T > 0. Under (Hσ
mix) and (Hb), for any initial values XN

0 and X0,
there are unique strong solutions XN

t and Xt to particle system (5.1) and DDSDE (5.2),
respectively. Moreover, letting µN0 be the law of XN

0 in RdN and µ0 the law of X0 in Rd,
we have the following strong convergence results:
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(i) (Singular kernel) Suppose that µN0 is symmetric and µ0-chaotic, and

lim
N→∞

E|XN,1
0 −X0|2 = 0.

Then for any γ ∈ (0, 1),

lim
N→∞

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
= 0. (5.8)

(ii) (Bounded kernel) If h and ϕ in (Hb) are bounded measurable and

κ2 := sup
N

H
(
µN0 |µ⊗N

0

)
<∞, (5.9)

where µ⊗N
0 ∈ P((Rd)N) is the N-tensor of µ0 and H stands for the relative entropy

(see (2.57) below), then for any δ > 2 and γ ∈ (0, 1), there are constants Ci =
Ci(T, γ, δ,Θ) > 0, i = 1, 2 independent of ϕ and κ2 such that

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
⩽ C1e

C2∥ϕ∥δ∞

(
E|XN,1

0 −X0|2 +
κ2 + 1

N

)γ
. (5.10)

Remark 5.2. If supN E|XN,1
0 |p < ∞ for some p > 2, then by interpolation one in fact

has

lim
N→∞

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|pγ

)
= 0, γ ∈ (0, 1).

The Euler approximation for particle system (5.1) with bounded interaction kernel was
studied in [115], which combined with (5.10) implies the full discretization approximation
for DDSDE (5.2).

Example 2. Let d = 1. Consider the following rank-based interaction:

b(t, x, µ) = F (t, x, µ(−∞, x]). (5.11)

In this case, the interaction kernel is ϕ(x, y) = 1(−∞,x](y) = 1x−y⩾0, which is bounded
and discontinuous. Thus, by (5.10) we have the strong convergence rate of the particle
approximation. In particular, if we let V (x) := µ((−∞, x]), σ(t, x) =

√
2 and F (t, x, r) =

g(r), then V solves the following Burgers type equation:

∂tV = ∆V +

(∫ V

0

g(r)dr

)′

.

For g(r) = r, this is the classical Burgers equation. In this way, the above Burgers type
equation has been studied in [13, 60, 69]. In the following Example 3, we have another
way to simulate Burgers equation via moderate interaction particle system.

Next we turn to the moderate interaction system (5.3) and have the following result.
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Theorem 5.3. Let T > 0. Suppose that (Hσ
mix) holds, and

|F (t, x, r)| ⩽ κ1, |F (t, x, r)− F (t, x, r′)| ⩽ κ1|r − r′|, (5.12)

and for εN ∈ (0, 1) with ε→ 0 as N → ∞,

ϕt(x, y) = ϕεN (x− y) = ε−dN ϕ((x− y)/εN),

where ϕ is a bounded probability density function in Rd with support in the unit ball. Then
for any initial value X0 with bounded density ρ0, there is a unique strong solution X to
density-dependent SDE (5.4) such that for each t > 0, Xt admits a density ρt with

∥ρt∥∞ ⩽ C(T,Θ)∥ρ0∥∞, t ∈ [0, T ]. (5.13)

Moreover, under (5.9), for any T > 0, β ∈ (0, γ0), γ ∈ (0, 1) and δ > 2, there are
constants Ci = Ci(T, β, γ, δ,Θ) > 0, i = 1, 2, 3 such that for all N ⩾ 2,

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
⩽ C1e

C2ε
−δd
N

(
E|XN,1

0 −X0|2 +
κ2 + 1

N

)γ
+ C3ε

2βγ
N . (5.14)

Remark 5.4. Suppose that for some C > 0,

E|XN,1
0 −X0|2 ⩽ C/N.

If one chooses εN = C4/(lnN)1/(δd) with C4 being large enough, then by (5.14), for some
C > 0,

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
⩽

C

(lnN)(2βγ)/(δd)
.

Our results weaken the smoothness assumptions on F , ϕ and ρ0 of Jourdain and Méléard’s
result (1.14). However, compared to Oelschläger’s work [81], the moderate interaction of
εN can not be chosen with ε−dN /N = o(1). It is noted that the results in [81] are only
about the weak convergence. In a future work, we shall study the strong convergence
when εN = N−β for some β > 0.

Although we assume that F is bounded in (5.12), once we can establish the existence
of bounded solutions to the Fokker-Planck equation (5.5) under linear growth assumptions
of F in r, then the boundedness of F in (5.12) is no longer a restriction. We illustrate
this in the following example.
Example 3. Consider the following special case:

∂tρ = ∆ρ+ div(F (ρ)ρ),
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where F : R+ → Rd satisfies
∑d

i=1 |F ′
i (r)| ⩽ κ1. Since the above equation can be written

in the following transport form:

∂tρ = ∆ρ+ (F (ρ) + F ′(ρ)ρ) · ∇ρ,

it is easy to see that by the maximum principle,

∥ρt∥∞ ⩽ ∥ρ0∥∞.

This can be established rigorously by considering the truncated F as Fn(r) = F (r ∧ n),
where n > ∥ρ0∥∞. In particular, the above example covers the one dimensional Burgers
equation, i.e., F (r) = r. In this case, if one takes ϕ(x) = 1[−1,1](x)/2 in (5.3), then

(ϕεN ⊛ ηXN
t
)(XN,i

t ) =
1

2NεN

N∑
j=1

1|XN,i
t −XN,j

t |⩽εN .

We believe that this is useful for numerical experiments.

5.1 Outline

In this section, we give a brief outline of the proof to Theorem 5.1 and Theorem 5.3.
In Section 5.2, we give two different method to prove weak convergence of N -particle

systems (5.1). On the one hand, in Section 5.2.1, by the classical martingale method we
show that the propagation of chaos for (5.2) with singular kernels holds in the weak sense,
where the key point is to use the partial Girsanov transformation used in [59, 99] to derive
some uniform estimate for the exponential functional. Here the strong well-posedness of
N -particle systems (5.1) can be used to treat the chaos of the initial distributions. This
extends the assumption of i.i.d. initial distributions in [99, 53]. On the other hand, in
Section 5.2.2, we also provide a detailed proof for Jabin and Wang’s quantitative result
[58] for bounded interaction kernels. This is not new and only for the readers’ convenience.

In Section 5.3, we give the proof of Theorem 5.1 and show how to use Zvonkin’s
transformation to derive the strong convergence from weak convergence obtainded in
Section 5.2, where the key point is Lemma 5.12.

Finally, in Section 5.4 we apply Zvonkin’s transformation again and the stability results
obtained in Lemma 4.4 to prove Theorem 5.3.

5.2 Weak convergence

Throughout this section we assume (Hσ
mix) and (Hb). Let

XN
t := (XN,1

t , · · · , XN,N
t ), WN

t := (W 1, · · · ,WN),
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and for xN = (x1, · · · , xN), define

B(t,xN) :=

(
F
(
t, x1,

1

N

N∑
j=1

ϕt(x
1, xj)

)
, · · · , F

(
t, xN ,

1

N

N∑
j=1

ϕt(x
N , xj)

))
, (5.15)

and a (dN)× (dN)-matrix σ by

σ(t,xN) := diagN(σ(t, x
1), · · · , σ(t, xN)). (5.16)

Then the particle system (5.1) can be written as an SDE in RdN :

dXN
t = B(t,XN

t )dt+ σ(t,XN
t )dW

N
t .

Noting that by (Hb),

|Bi(t,x
N)| ⩽ h(t, xi) +

κ1
N

N∑
j=1

|ϕt(xi, xj)|,

we have for p⃗ = (∞, · · · ,∞,p) ∈ [1,∞]dN and for πi = (1, · · · , i− 1, i+ 1, · · · , N, i),

|||Bi|||Lq
T (L̃p⃗

πi
)
⩽ |||h|||Lq

T (L̃p
π) + κ1

[∫ T

0

sup
y∈Rd

|||ϕt(·, y)|||qL̃p
π
dt

] 1
q

<∞.

Then, by Theorem 3.1, for any initial value XN
0 , there is a unique strong solution to the

above SDE. In particular, there is a measurable functional Φ : RdN ×CN
T → CN

T such that

XN
t = Φ(XN

0 ,W
N
· )(t), t ∈ [0, T ]. (5.17)

5.2.1 Martingale approach

In this section we use the classical martingale approach to show the following qualitative
result of weak convergence.

Theorem 5.5. For any N ∈ N, let ξN1 , · · · , ξNN be N-random variables and µ0 ∈ P(Rd).
Suppose that the law of (ξN1 , · · · , ξNN ) is invariant under any permutation of {1, · · · , N},
and for any k ⩽ N ,

P ◦
(
ξN1 , · · · , ξNk

)−1 → µ⊗k
0 , N → ∞. (5.18)

Then for any k ⩽ N and T > 0,

P ◦
(
XN,1

[0,T ], · · · , X
N,k
[0,T ]

)−1 → µ⊗k
[0,T ], N → ∞, (5.19)

where µ[0,T ] is the law of the unique solution of dDDSDE (5.2) with initial distribution µ0

on CT .
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First of all, we use the partial Girsanov transform as used in [59, 99] to show some

uniform Krylov estimate for particle system (5.1). Let {W̃ i
t , i ∈ N} be a sequence of

independent d-dimensional standard Brownian motions. For each x ∈ Rd, let Zt(x) be
the unique strong solution of the following SDE starting from x:

dZt = σ
(
t, Zt

)
dW̃ 1

t , Z0 = x.

For each z = (z2, · · · , zN) ∈ R(N−1)d, let ZN
t (z) := ZN

t := (ZN,2
t , · · · , ZN,N

t ) be the
unique strong solution of the following SDE starting from z:

dZN,k
t = b

(
t, ZN,k

t , ηZN
t

)
dt+ σ

(
t, ZN,k

t

)
dW̃ k

t , ZN,k
0 = zk,

where k = 2, · · · , N and

ηz(dy) :=
1

N

N∑
j=2

δzj(dy).

In particular, as Brownian functionals of W̃ 1 and (W̃ 2, · · · , W̃N) respectively,

Z·(·) is independent of ZN
· (·), (5.20)

and by the notion of strong solution of SDEs (see (5.17)),

X̃N,1
t := Zt(ξ

N
1 ), (X̃N,2

t , · · · , X̃N,N
t ) := ZN

t (ξ
N
2 , · · · , ξNN ) =: Y N

t , (5.21)

solves the following SDE:
dX̃N,1

t = σ
(
t, X̃N,1

t

)
dW̃ 1

t , X̃N,1
0 = ξN1 ,

and for each k = 2, · · · , N,
dX̃N,k

t = b
(
t, X̃N,k

t , ηY N
t

)
dt+ σ

(
t, X̃N,k

t

)
dW̃ k

t , X̃N,k
0 = ξNk ,

(5.22)

where

ηY N
t
:=

1

N

N∑
j=2

δX̃N,j
t

(dy).

Now let us define

ηX̃N
t
(dy) :=

1

N

N∑
j=1

δX̃N,j
t

(dy), HN,1
t := σ

(
t, X̃N,1

t

)−1
b
(
t, X̃N,1

t , ηX̃N
t

)
,

and for k = 2, · · · , N ,

HN,k
t := σ

(
t, X̃N,k

t

)−1
[
b
(
t, X̃N,k

t , ηX̃N
t

)
− b
(
t, X̃N,k

t , ηY N
t

)]
.
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By the above definition, we clearly have for each i = 1, · · · , N ,

dX̃N,i
t = b

(
t, X̃N,i

t , ηX̃N
t

)
dt+ σ

(
t, X̃N,i

t

)(
dW̃ i

t −HN,i
t dt

)
. (5.23)

The following uniform estimate is the key step for performing the Girsanov transform
to derive the Krylov estimate for the particle system, whose proof strongly depends on
the independence in (5.20) and the strong uniqueness used in (5.22).

Lemma 5.6. For any γ, T > 0,

sup
N

E exp

{
γ

N∑
i=1

∫ T

0

|HN,i
t |2dt

}
<∞. (5.24)

Proof. For x ∈ Rd and y = (y2, · · · , yN) ∈ R(N−1)d, let us write ηy := 1
N

∑N
j=2 δyj and

define

Γ1(t, x,y) := σ(t, x)−1b

(
t, x,

δx
N

+ ηy

)
,

and for k = 2, · · · , N ,

Γk(t, x,y) := σ(t, yk)−1

[
b

(
t, yk,

δx
N

+ ηy

)
− b

(
t, yk, ηy

)]
.

From the very definition, one sees that for each i = 1, · · · , N ,

HN,i
s = Γi

(
s, X̃N,1

s ,Y N
s

)
,

and by (5.21) and (5.20),

E exp

{
γ

N∑
i=1

∫ T

0

|HN,i
s |2ds

}
= E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(ξ

N
1 ),Y N

s

)
|2ds

}

= E

(
E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(x),ys

)
|2ds

}∣∣∣
(x,y·)=(ξN1 ,Y

N
· )

)

⩽ sup
x,y·

E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(x),ys

)
|2ds

}

= sup
x,y·

E exp

{
γ

∫ T

0

fy
(
s, Zs(x)

)
ds

}
, (5.25)

where for y = (ys)s∈[0,T ],

fy(s, x) :=
N∑
i=1

|Γi
(
s, x,ys

)
|2.
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Note that by (5.6) and because ϕt(x, x) = 0,

|Γ1(t, x,y)| =

∣∣∣∣∣σ(t, x)−1F

(
t, x,

1

N

(
ϕt(x, x) +

N∑
j=2

|ϕt(x, yj)|
))∣∣∣∣∣

⩽ ∥σ−1∥∞

(
h(t, x) +

κ1
N

N∑
j=2

ϕt(x, y
j)

)
,

and

|Γk(t, x,y)| ⩽
κ1∥σ−1∥∞

N
|ϕt(yk, x)|,

and by (5.7), (∫ T

0

sup
y

|||Γ1(t, ·,y)|||qL̃p
π
dt

)1/q

⩽ ∥σ−1∥∞(κ1 + κ21)

and (∫ T

0

sup
y

|||Γk(t, ·,y)|||qL̃p
π
dt

)1/q

⩽
κ21∥σ−1∥∞
N − 1

.

From these two estimates, by Minkowskii’s inequality, we derive(∫ T

0

sup
y

|||fy·(s, ·)|||
q/2

L̃p/2
π

dt

)2/q

⩽
N∑
i=1

(∫ T

0

sup
y

||||Γi(t, ·,y)|2|||q/2L̃p/2
π

dt

)2/q

=
N∑
i=1

(∫ T

0

sup
y

|||Γi(t, ·,y)|||qL̃p
π
dt

)2/q

⩽ ∥σ−1∥2∞
(
(κ1 + κ21)

2 +
κ41
N

)
.

Thus, because ( q
2
, p
2
) ∈ I2, by (3.46) we have

sup
x,y

E exp

{
γ

∫ T

0

fy
(
s, Zs(x)

)
ds

}
⩽ C,

which together with (5.25) yields (5.24).

Now if we define

E N
t := exp

{
N∑
i=1

∫ t

0

HN,i
s dW̃ i

s −
1

2

N∑
i=1

∫ t

0

|HN,i
s |2ds

}
,
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then by (5.24) and Novikov’s criterion, t 7→ Zt is an exponential martingale and

E N
t = 1 +

N∑
i=1

∫ t

0

HN,i
s E N

s dW̃ i
s .

Thus, by Girsanov’s theorem,
(
W̃ i
t−
∫ t
0
HN,i
s ds

)i=1,··· ,N
t∈[0,T ] are N -independent standard Brow-

nian motions under the new probability measure

Q := E N
T P.

Moreover, by (5.23) and the weak uniqueness for SDE (5.1), we have

Q ◦
(
X̃N

[0,T ]

)−1
= P ◦

(
XN

[0,T ]

)−1
, (5.26)

and for any γ ∈ R, by (5.24) it is standard to derive that

sup
N

E

(
sup
t∈[0,T ]

|E N
t |γ

)
<∞. (5.27)

From these, we can derive the following crucial Krylov estimate for the particle system.

Lemma 5.7. (i) The law of (XN,1
t )t∈[0,T ], N ∈ N, in CT is tight.

(ii) For any T > 0, (q,p) ∈ I2 and π ∈ Sd, there is a constant C1 = C1(T,Θ) > 0 such

that for any f ∈ L̃qT (L̃p
π),

sup
N

E
(∫ T

0

f
(
t,XN,1

t

)
dt

)
⩽ C1|||f |||L̃q

T (L̃p
π), (5.28)

and for any λ > 0 and β ∈ (0, 2− | 1
p
| − 2

q
), there is a C2 = C2(T,Θ, λ, β) > 0 such

that for any f ∈ L̃qT (L̃p
π),

sup
N

E exp

{
λ

∫ T

0

f
(
t,XN,1

t

)
dt

}
⩽ e

C2|||f |||2/βL̃q
T
(L̃pπ) . (5.29)

(iii) Let p1,p2 ∈ (1,∞)d and let q ∈ (1,∞) with | 1
p1
| + | 1

p2
| + 2

q
< 2 and π1,π2 ∈ Sd.

Then for any T > 0, it holds that for some C3 = C3(T,Θ) > 0,

sup
N

E
(∫ T

0

f
(
t,XN,1

t , XN,2
t

)
dt

)
⩽ C3|||f |||L̃q

T (L̃p1
π1

(L̃p2
π2

)), (5.30)

where L̃qT (L̃
p1
π1(L̃

p2
π2)) is the localization of LqT (L

p1
π1(L

p2
π2)) as in (2.10).
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Proof. (i) By (5.26), Hölder’s inequality, (5.27) and (5.22), there is a constant C > 0 such
that for all 0 ⩽ s < t ⩽ T and N ∈ N,

E|XN,1
t −XN,1

s |4 = E
(
E N
T |X̃N,1

t − X̃N,1
s |4

)
⩽
(
E(E N

T )2
)1/2(E|X̃N,1

t − X̃N,1
s |8

)1/2
⩽ C|t− s|2,

which, together with (5.18), implies the tightness by Kolmogorov’s criterion.
(ii) Let γ > 1 be such that ( q

γ
, p
γ
) ∈ I2. By (5.26), Hölder’s inequality, (5.27) and

(3.27), we have

E
(∫ T

0

f(t,XN,1
t )dt

)
= E

(
E N
T

∫ T

0

f(t, X̃N,1
t )dt

)
⩽
[
E(E N

T )
γ

γ−1

]1−1/γ
[
E
(∫ T

0

|f(t, X̃N,1
t )|γdt

)]1/γ
⩽ C|||fγ|||1/γ

L̃q/γ
T (L̃p/γ

π )
= C|||f |||L̃q

T (L̃p
π).

(5.29) follows by the same method and (3.46).
(iii) Let γ ∈ (1,mini(p1i, p2i) ∧ q) be such that | 1

p1/γ
| + | 1

p2/γ
| + 2

q/γ
< 2. By (5.26),

Hölder’s inequality and (5.27), we have

E
(∫ T

0

f(t,XN,1
t , XN,2

t )dt

)
= E

(
E N
T

∫ T

0

f(t, X̃N,1
t , X̃N,2

t )dt

)
⩽
[
E(E N

T )
γ

γ−1

] γ−1
γ

[
E
(∫ T

0

|f(t, X̃N,1
t , X̃N,2

t )|γdt
)] 1

γ

≲ sup
x

[
E
(∫ T

0

|f(t, Zt(x), X̃N,2
t )|γdt

)] 1
γ

.

By | 1
p1/γ

| + | 1
p2/γ

| + 2
q/γ

< 2, one can choose q1, q2 > γ so that 1
q1/γ

+ 1
q2/γ

= 1 + 1
q/γ

and

(qi/γ,pi/γ) ∈ I2, i = 1, 2. Since Z·(x) and X̃
N,2 are independent by (5.20) and (5.21),

and satisfy the Krylov estimate (5.28), the desired estimate now follows by using [89,
Lemma 2.6].

In the following, in order to take weak limits, we need to mollify the coefficients. For
ε ∈ (0, 1) and k ∈ N, we define

bε,k(t, x, µ) := Fε(t, x, (ϕ
k
t ⊛ µ)(x)), (5.31)

where
Fε(t, x, r) := (−ε−1) ∨

(
(F (t, ·, r) ∗ Γε)(x)

)
∧ ε−1
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and
ϕkt (x, y) := (−k) ∨

(
(ϕt ∗ Γ1/k)(x, y)

)
∧ k.

We have the following properties for the above approximation.

Lemma 5.8. (i) bε,k ∈ L∞
T (Cb(Rd × P(Rd))) and

|bε,k(t, x, µ)| ⩽ ht ∗ Γε(x) + κ0(ϕ
k
t ⊛ µ) ∗ Γε(x)

and
|b− bε,k|

(
t, x, µ

)
⩽ sup

|r|⩽k
|Fε − F |(t, x, r) + κ0|(ϕkt − ϕt)⊗ µ|(x).

(ii) For any T > 0,

lim
k→∞

lim
ε→0

sup
N

E
(∫ T

0

|b− bε,k|
(
s,XN,1

s , ηXN
s

)
ds

)
= 0. (5.32)

Proof. (i) is obvious by definition and the assumptions. We now show (ii). Note that

|b− bε,k|
(
s,XN,1

s , ηXN
s

)
⩽ sup

|r|⩽k
|Fε − F |(s,XN,1

s , r) +
κ0
N

N∑
j=1

|ϕks − ϕs|(XN,1
s , XN,j

s ). (5.33)

We first show that for fixed r ∈ Rm,

lim
ε→0

sup
N

E
(∫ T

0

|Fε − F |(s,XN,1
s , r)ds

)
= 0. (5.34)

Let R > 0. Since ( q
2
, p
2
) ∈ I2 and |||F (·, r)|||2

L̃q
T (L̃p

π)
< ∞ by (5.6) and (5.7), by Hölder’s

inequality and (5.28), (2.12), we have

E
(∫ T

0

|Fε − F |(s,XN,1
s , r)1|XN,1

s |>Rds

)
⩽

[
E
(∫ T

0

|Fε − F |2(s,XN,1
s , r)ds

)] 1
2
[∫ T

0

P(|XN,1
s | > R)ds

] 1
2

≲ ||||Fε − F |2(·, r)|||1/2
L̃q/2
T (L̃p/2

π )

[∫ T

0

(
P
(
|XN,1

s −XN,1
0 | > R

2

)
+ P

(
|XN,1

0 | > R
2

))
ds

] 1
2

≲ |||F (·, r)|||L̃q
T (L̃p

π)

[∫ T

0

(
E|XN,1

s −XN,1
0 |

R
+ P

(
|XN,1

0 | > R
2

))
ds

] 1
2

≲ |||F (·, r)|||L̃q
T (L̃p

π)

[
C

R
+ P

(
|ξN1 | > R

2

)] 1
2

→ 0, R → ∞. (5.35)
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On the other hand, for each R > 0, by (5.28) again, we have

E
(∫ T

0

|Fε − F |(s,XN,1
s , r)1|XN,1

s |⩽Rds

)
≲ |||(Fε − F )(·, r)1BR

|||L̃q
T (L̃p

π)

(2.13)

→ 0, ε→ 0,

which together with (5.35) yields (5.34).
Since |Fε(t, x, r) − Fε(t, x, r

′)| ⩽ κ0|r − r′|, by (5.34) and a finite covering technique,
for each k ∈ N, we further have

lim
ε→0

sup
N

E

(∫ T

0

sup
|r|⩽k

|Fε − F |(s,XN,1
s , r)ds

)
= 0. (5.36)

Indeed, for any given δ > 0, one can findM -balls in Rm with centers in {ri, i = 1, · · · ,M}
and radius δ such that {

r : |r| ⩽ k
}
⊂ ∪i=1,··· ,MBδ(ri).

Thus,

E

(∫ T

0

sup
|r|⩽k

|Fε − F |(s,XN,1
s , r)ds

)
⩽

M∑
i=1

E
(∫ T

0

|Fε − F |(s,XN,1
s , ri)ds

)
+ κ0δ.

By (5.34) and firstly letting ε→ 0 and then δ → 0, we get (5.36).
Moreover, for j ̸= 1, since

E
(∫ T

0

|ϕks − ϕs|(XN,1
s , XN,j

s )ds

)
= E

(∫ T

0

|ϕks − ϕs|(XN,1
s , XN,2

s )ds

)
,

as in proving (5.34) and by (5.7) and (5.30), we also have

lim
k→∞

sup
N

E
(∫ T

0

|ϕks − ϕs|(XN,1
s , XN,2

s )ds

)
= 0,

and because ϕs(x, x) = 0 and (5.28),

lim
k→∞

sup
N

E
(∫ T

0

|ϕks |(XN,1
s , XN,1

s )ds

)
= 0.

Hence,

lim
k→∞

sup
N

sup
j=1,··· ,N

E
(∫ T

0

|ϕks − ϕs|(XN,1
s , XN,j

s )ds

)
= 0,

which together with (5.36) and (5.33) yields (5.32).

Now we are ready to give the
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Proof of Theorem 5.5. Consider the following random measure with values in P(CT ),

ω → ΠN(ω, dw) :=
1

N

N∑
i=1

δXN,i
· (ω)(dw).

By (i) of Lemma 5.7 and [98, (ii) of Proposition 2.2], the laws of ΠN , N ∈ N, are tight in
P(P(CT )). Without loss of generality, we assume that the laws of ΠN weakly converge
to some Π∞ ∈ P(P(CT )). By (5.28) and (5.30), it is standard to derive that for any

(q,p) ∈ I2 and f ∈ L̃qT (L̃p
π) (see [110, Remark 3.4]),∣∣∣∣∫

P(CT )

∫
CT

(∫ T

0

f(s, ws)ds

)
ν(dw)Π∞(dν)

∣∣∣∣ ⩽ C|||f |||L̃q
T (L̃p

π), (5.37)

and for any p1,p2 ∈ (1,∞)d and q ∈ (1,∞) with | 1
p1
| + | 1

p2
| + 2

q
< 2, and π1,π2 ∈ Sd,

f ∈ L̃qT (L̃
p1
π1(L̃

p2
π2)),∣∣∣∣∫

P(CT )

∫
CT

∫
CT

(∫ T

0

f(s, ws, w
′
s)ds

)
ν(dw′)ν(dw)Π∞(dν)

∣∣∣∣ ⩽ C|||f |||L̃q
T (L̃p1

π1
(L̃p2

π2
)). (5.38)

Our aim below is to show that Π∞ is a Dirac measure, i.e.,

Π∞(dν) = δµ(dν), Π∞ − a.s.,

where µ ∈ Mσ,b
µ0

is the unique martingale solution of dDDSDE with initial distribution
µ0.

We divide the proofs into two steps.
(Step 1) For given f ∈ C2

0(Rd) and ν ∈ P(CT ), we define a functional on CT by

Mσ,b
f,ν (t, w) := f(wt)− f(w0)−

∫ t

0

L σ,b
ν f(s, ws)ds, t ∈ [0, T ],

where
L σ,b
ν f(s, x) := 1

2
tr(σσ∗ · ∇2f)(s, x) + b(s, x, νs) · ∇f(x),

and
νs := ν ◦ w−1

s is the marginal distribution of ν at time s.

Fix n ∈ N. For given g ∈ C0(Rnd) and 0 ⩽ s1 < · · · < sn ⩽ s, we also introduce a
functional Ξgf on P(CT ) by

Ξgf (ν) :=

∫
CT

(
Mσ,b

f,ν (t, w)−Mσ,b
f,ν (s, w)

)
g(ws1 , · · · , wsn)ν(dw).
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In particular,

Ξgf (ΠN) =
1

N

N∑
i=1

(
Mσ,b

f,ΠN
(t,XN,i

· )−Mσ,b
f,ΠN

(s,XN,i
· )
)
g
(
XN,i
s1
, · · · , XN,i

sn

)
(5.39)

and
ΠN ◦ w−1

s = ηXN
s
.

Noting that by Itô’s formula,

Mσ,b
f,ΠN

(t,XN,i
· ) = f(XN,i

t )− f(XN,i
0 )−

∫ t

0

L σ,b
ΠN
f(s,XN,i

s )ds

=

∫ t

0

(σ∗ · ∇f)
(
s,XN,i

s

)
dW i

s ,

by (5.39) and the Itô isometry for stochastic integrals, we have

E|Ξgf (ΠN)|2 =
1

N2
E

∣∣∣∣∣
N∑
i=1

∫ t

s

(σ∗ · ∇f)
(
r,XN,i

r

)
g
(
XN,i
s1
, · · · , XN,i

sn

)
dW i

r

∣∣∣∣∣
2

=
1

N2

N∑
i=1

∫ t

s

E
∣∣(σ∗ · ∇f)

(
r,XN,i

r

)
g
(
XN,i
s1
, · · · , XN,i

sn

)∣∣2dr
⩽

1

N
(t− s)∥σ∗ · ∇f∥2∞∥g∥2∞. (5.40)

Suppose that we have proven

lim
N→∞

E|Ξgf (ΠN)| =
∫
P(CT )

|Ξgf (ν)|Π∞(dν). (5.41)

Then by (5.40) and (5.41), for each f ∈ C2
0(Rd) and n ∈ N, g ∈ C0(Rnd),∫

P(CT )

|Ξgf (ν)|Π∞(dν) = 0 ⇒ Ξgf (ν) = 0 for Π∞-a.s. ν ∈ P(CT ).

Since C2
0(Rd) and C0(Rnd) are separable, one can find a common Π∞-null set N ⊂ P(CT )

such that for all ν /∈ N and for all 0 ⩽ s < t ⩽ T , f ∈ C2
0(Rd) and n ∈ N, g ∈ C0(Rnd),

Ξgf (ν) =

∫
CT

(
Mσ,b

f,ν (t, w)−Mσ,b
f,ν (s, w)

)
g(ws1 , · · · , wsn)ν(dw) = 0.

Moreover, by (5.18) and (1.7), we also have

Π∞{ν ∈ P(CT ) : ν0 = µ0} = 1.
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Hence, for Π∞-almost all ν,
ν ∈ Mσ,b

µ0
.

Since Mσ,b
µ0

only contains one point by uniqueness (see Theorem 4.1), all the points ν /∈ N
are the same. Hence, ΠN weakly converges to a one-point measure. By [98, (ii) of
Proposition 2.2], we conclude (5.19). Thus it remains to show (5.41).

(Step 2) Let bε,k be defined by (5.31) and define

Ξε,k(ν) :=

∫
CT

(
M

σ,bε,k
f,ν (t, w)−M

σ,bε,k
f,ν (s, w)

)
g(ws1 , · · · , wsn)ν(dw).

By bε,k ∈ L∞
T (Cb(Rd × P(Rd))), we have

Ξε,k ∈ Cb(P(CT )), ∀ε > 0, k ∈ N. (5.42)

Indeed, note that

Ξε,k(ν) =

∫
CT

(
f(wt)− f(ws) +

1

2

∫ t

s

tr(σσ∗ · ∇2f)(r, wr)dr

)
g(ws1 , · · · , wsn)ν(dw)

+

∫
CT

(∫ t

s

(bε,k · ∇f)(r, wr, νr)dr
)
g(ws1 , · · · , wsn)ν(dw) =: Ξ

(1)
ε,k(ν) + Ξ

(2)
ε,k(ν).

Since f ∈ C2
b and σ, g are bounded continuous, we have Ξ

(1)
ε,k ∈ Cb(P(CT )). For Ξ

(2)
ε,k,

since it is a non-linear functional of ν, we have to take some care for the continuity of
ν 7→ Ξ

(2)
ε,k(ν). Suppose that νm ∈ P(CT ) weakly converges to ν ∈ P(CT ). By definition,

we have

|Ξ(2)
ε,k(νm)− Ξ

(2)
ε,k(ν)| ⩽

∣∣∣∣∫
CT

(∫ t

s

(bε,k · ∇f)(r, wr, νr)dr
)
g(ws1 , · · · , wsn)(νm − ν)(dw)

∣∣∣∣
+ κ0∥∇f∥∞∥g∥∞

∫
CT

(∫ t

s

|ϕkr ⊗ (νm − ν)r|(wr)dr
)
νm(dw)

=: I(1)m + I(2)m ,

where we have used that

|Fε(r, x, s1)− Fε(r, x, s2)| ⩽ κ0|s1 − s2|.

For I
(1)
m , we clearly have

lim
m→∞

I(1)m = 0.

For I
(2)
m , by the dominated convergence theorem, it suffices to show that for each r ∈ [s, t],

lim
m→∞

∫
CT

|ϕkr ⊗ (νm − ν)r|(wr)νm(dw) = 0,
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which follows by noting that (see the proof of (5.36))

lim
m→∞

|ϕkr ⊗ (νm − ν)r|(x) = 0, x ∈ Rd,

and
lim

|x−y|→0
sup
m

|(ϕkr ⊗ νm,r)(x)− (ϕkr ⊗ νm,r)(y)| = 0.

Thus we get (5.42), and so,

lim
N→∞

E|Ξε,k(ΠN)| =
∫
P(CT )

|Ξε,k(ν)|Π∞(dν).

On the other hand, we note that

Ξε,k(ν)− Ξgf (ν) =

∫
CT

(∫ t

s

(b− bε,k)(r, wr, νr) · ∇f(wr)dr
)
g(ws1 , · · · , wsn)ν(dw),

and

Ξε,k(ΠN)− Ξgf (ΠN) =
1

N

N∑
i=1

(∫ t

s

((b− bε,k) · ∇f)
(
r,XN,i

r , ηXN
r

)
dr

)
g
(
XN,i
s1
, · · · , XN,i

sn

)
.

By (5.32), we have

lim
k→∞

lim
ε→0

sup
N

E|Ξε,k(ΠN)− Ξgf (ΠN)|

⩽ ∥∇f∥∞∥g∥∞ lim
k→∞

lim
ε→0

sup
N

E
(∫ t

s

|b− bε,k|
(
r,XN,1

r , ηXN
r

)
dr

)
= 0,

and by (5.37) and (5.38), as in showing (5.32),

lim
k→∞

lim
ε→0

∫
P(CT )

|Ξε,k(ν)− Ξgf (ν)|Π∞(dν)

⩽ ∥∇f∥∞∥g∥∞ lim
k→∞

lim
ε→0

∫
P(CT )

∫
CT

(∫ T

0

|b− bε,k|(s, ws, νs)ds
)
ν(dw)Π∞(dν) = 0.

Thus we obtain (5.41) and the proof is complete.

5.2.2 Entropy method

In this section we recall the entropy method used in [58] to show a quantitative result for
weak convergence when the interaction kernel is bounded measurable, which is essentially
contained in [58]. For the completeness of the paper, we provide a detailed proof. We
first prepare the following lemma.
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Lemma 5.9. Let ϕ : Rd × Rd → R be a bounded measurable function with ϕ(x, x) = 0
and ξ := (ξ1, · · · , ξN) be a sequence of independent identical distributed random variables.
Set

ϕ̄(x, y) := ϕ(x, y)− (ϕ⊛ µ)(x).

Then for any λ ⩽ 1
16e2∥ϕ∥2∞

,

EeλN |(ϕ̄⊛ηξ)(ξ1)|2 ⩽ 6,

where ηξ(dy) :=
1
N

∑N
i=1 δξi(dy).

Proof. Note that by Taylor’s expansion,

eλN |(ϕ̄⊛ηξ)(ξ1)|2 =
∞∑
m=0

λmNm

m!
|(ϕ̄⊛ ηξ)(ξ1)|2m =

∞∑
m=0

λm

m!Nm

∣∣∣ N∑
j=1

ϕ̄(ξ1, ξj)
∣∣∣2m

⩽
∞∑
m=0

λm

m!Nm
22m
(
|ϕ̄(ξ1, ξ1)|2m +

∣∣∣ N∑
j=2

ϕ̄(ξ1, ξj)
∣∣∣2m)

⩽
∞∑
m=0

(4λ)m

m!Nm

(
∥ϕ̄∥2m∞ +

N∑
j1,··· ,j2m=2

ϕ̄(ξ1, ξj1) · · · ϕ̄(ξ1, ξj2m)

)
.

Let J be the set of all indices (j1, · · · , j2m) ∈ {2, · · · , N}2m such that there is at least one
index jk different from all others. Since for j ∈ {2, · · · , N} and x ∈ Rd,

Eϕ̄(x, ξj) = 0,

by the independence of the components of ξ, we have for any (j1, · · · , j2m) ∈ J,

E
[
ϕ̄(ξ1, ξj1) · · · ϕ̄(ξ1, ξj2m)

]
= E

[
E
[
ϕ̄(x, ξj1) · · · ϕ̄(x, ξj2m)

]
|x=ξ1

]
= 0.

Hence,

EeλN |(ϕ̄⊛ηξ)(ξ1)|2 ⩽
∞∑
m=0

(4λ)m

m!Nm
∥ϕ̄∥2m∞ (1 + ♯Jc),

where ♯Jc stands for the cardinality of the complement set Jc.
Suppose 2m ⩽ N . It is easy to see that (j1, · · · , j2m) ∈ Jc if and only if each jk

appears at least twice and there are at most m-distinct jk. Thus one has

Jc = ∪mn=1Jn,

where Jn is the set of (j1, · · · , j2m) such that each jk appears at least twice and exactly
n-integers appear. Clearly, by Stirling’s formula nn ⩽ enn! ⩽ e2nnn, we have

♯Jn ⩽

(
N − 1
n

)
n2m =

(N − 1)n

n!
n2m ⩽

en(N − 1)n

nn
n2m ⩽ (Ne)nnm.
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Thus, for 2m ⩽ N ,

♯Jc ⩽
m∑
n=1

(Ne)nnm ⩽ 2(Ne)mmm ⩽ 2(Ne)memm!.

Moreover, for 2m > N , we obviously have

♯Jc ⩽ N2m ⩽ Nm(2m)m ⩽ Nm(2e)mm!.

So, for λ ⩽ 1
16e2∥ϕ∥2∞

,

EeλN |(ϕ̄⊛ηξ)(ξ1)|2 ⩽
∞∑
m=0

(4λ)m∥ϕ̄∥2m∞
( 1

m!Nm
+ (2e)m

)
⩽ 2

∞∑
m=0

2−m = 6.

The proof is complete.

Now we can use the entropy formula in Lemma 3.26 to show the following result.

Theorem 5.10. Suppose that (Hσ) and (Hb) hold and ϕ is bounded measurable. Let
µNt be the law of XN

t in RdN and µt be the law of Xt in Rd. Then there is a constant
C = C(κ0, κ1) > 0 independent of ϕ such that for any t > 0,

H
(
µNt |µ⊗N

t

)
⩽ eC∥ϕ∥2∞t

(
H
(
µN0 |µ⊗N

0

)
+ C∥ϕ∥2∞t

)
.

Proof. Let ηws :=
1
N

∑N
i=1 δwi

s
and B,σ be defined by (5.15) and (5.16), respectively. By

Lemma 3.26 and (5.6), we have

H
(
µNt |µ⊗N

t

)
⩽ H

(
µN0 |µ⊗N

0

)
+

1

2

∫ t

0

EµNs |σ(s,ws)
−1(B(s,ws, µs)−B(s,ws, ηws))|2ds

⩽ H
(
µN0 |µ⊗N

0

)
+
κ0
2

∫ t

0

EµNs |B(s,ws, µs)−B(s,ws, ηws)|2ds

⩽ H
(
µN0 |µ⊗N

0

)
+
κ0κ1
2

N∑
i=1

∫ t

0

EµNs |(ϕs ⊛ µs)(w
i
s)− (ϕs ⊛ ηws)(w

i
s)|2ds

= H
(
µN0 |µ⊗N

0

)
+
κ0κ1
2

∫ t

0

NEµNs |(ϕ̄s ⊛ ηws)(w
1
s)|2ds.

Now by the variational representation (2.60) and Lemma 5.9 with λ = 1
16e2∥ϕ∥2∞

, we further
have

H
(
µNt |µ⊗N

t

)
⩽ H

(
µN0 |µ⊗N

0

)
+
κ0κ1
2λ

∫ t

0

[
H
(
µNs |µ⊗N

s

)
+ logEµ

⊗N
s eλN |(ϕ̄s⊛ηws )(w

1
s)|2
]
ds

⩽ H
(
µN0 |µ⊗N

0

)
+ C∥ϕ∥2∞

∫ t

0

[
H
(
µNs |µ⊗N

s

)
+ log 6

]
ds,

which yields the desired estimate by Gronwall’s inequality.
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Remark 5.11. By the Pinsker inequalities (2.58) and (2.61), we have for any k ⩽ N ,

∥µN,kt − µ⊗k
t ∥var ⩽

√
2H
(
µN,kt |µ⊗k

t

)
⩽

√
eC∥ϕ∥2∞tk

N

(
H
(
µN0 |µ⊗N

0

)
+ C∥ϕ∥2∞t

)
.

Note that when F (t, x, r) = r is linear andH
(
µN,kt |µ⊗k

t

)
⩽ C0k

2/N2, by a delicate analysis
of the BBGKY hierarchy, the following sharp estimate is obtained by Lacker (see Theorem
2.10 of [70]):

∥µN,kt − µ⊗k
t ∥var ⩽

√
2H
(
µN,kt |µ⊗k

t

)
⩽ Ck/N.

5.3 From weak convergence to strong convergence :

Proof of Theorem 5.1

In this section we show how to use the previous weak convergence result to derive the
strong convergence of the particle system based on the Zvonkin’s transformation. The
following lemma is the key point.

Lemma 5.12. Let ϕ : R+ × Rd × Rd → R be a measurable function. Set

ϕ̄t(x, y) := ϕt(x, y)− (ϕt ⊛ µXt)(x).

(i) If ϕ is bounded measurable, then there is a constant C = C(κ0, κ1) > 0 such that for
all t > 0,

E|(ϕ̄t ⊛ ηXN
t
)(XN,1

t )|2 ⩽ C∥ϕ∥2∞eC∥ϕ∥2∞t
(
H
(
µN0 |µ⊗N

0

)
+ 1
)
/N. (5.43)

(ii) If ϕ satisfies (5.7), then for any T > 0,

lim
N→∞

E
(∫ T

0

|(ϕ̄t ⊛ ηXN
t
)(XN,1

t )|2dt
)

= 0. (5.44)

Proof. (i) By the variational representation (2.60), for any ε > 0, we have

εNE|(ϕ̄t ⊛ ηXN
t
)(XN,1

t )|2 = εNEµNt |ϕ̄t(w1
t , ηwt)|2 ⩽ H(µNt |µ⊗N

t ) + logEµ
⊗N
t eεN |ϕ̄t(w1

t ,ηwt )|2 ,

which in turn implies (5.43) by Lemma 5.9 with ε = 1
16e2∥ϕ∥2∞

and Theorem 5.10.

(ii) By definition we have

E
(∫ T

0

|(ϕ̄t ⊛ ηXN
t
)(XN,1

t )|2dt
)

=
1

N2

N∑
j,k=1

E
(∫ T

0

Γt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)
, (5.45)
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where
Γt(x, y, z) := ϕ̄t(x, y)ϕ̄t(x, z).

Let ϕεt(x, y) := (ϕt ∗ Γε)(x, y) be the mollifying approximation of ϕt and

ϕ̄εt(x, y) := ϕεt(x, y)− (ϕεt ⊛ µXt)(x),

and
Γεt(x, y, z) := ϕ̄εt(x, y)ϕ̄

ε
t(x, z).

Noting that

(Γt − Γεt)(x, y, z) = (ϕ̄t − ϕ̄εt)(x, y)ϕ̄
ε
t(x, z) + ϕ̄t(x, y)(ϕ̄t − ϕ̄εt)(x, z),

by Hölder’s inequality, we have

INj,k(ε) :=

∣∣∣∣E(∫ T

0

(Γt − Γεt)
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)∣∣∣∣
⩽

(
E
∫ T

0

(ϕ̄t − ϕ̄εt)
2
(
XN,1
t , XN,j

t

)
dt

)1/2(
E
∫ T

0

ϕ̄εt
(
XN,1
t , XN,k

t

)2
dt

)1/2

+

(
E
∫ T

0

ϕ̄t
(
XN,1
t , XN,j

t

)2
dt

)1/2(
E
∫ T

0

(ϕ̄t − ϕ̄εt)
2
(
XN,1
t , XN,k

t

)
dt

)1/2

.

Using the Krylov estimate (5.30) and as in showing (5.34), we get

lim
ε→0

sup
N

sup
j,k

INj,k(ε) = 0. (5.46)

On the other hand, for fixed ε, by (5.19) we have

lim
N→∞

sup
j ̸=k ̸=1

E
(∫ T

0

Γεt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)
= lim

N→∞
E
(∫ T

0

Γεt
(
XN,1
t , XN,2

t , XN,3
t

)
dt

)
= E

(∫ T

0

Γεt
(
X1
t , X

2
t , X

3
t

)
dt

)
= 0, (5.47)

where the last step is due to the fact that

EΓεt
(
X1
t , X

2
t , X

3
t

)
= E

[
Eϕ̄εt(x,X2

t )Eϕ̄εt(x,X3
t );x = X1

t

]
= 0.

Thus by (5.46) and (5.47),

lim
N→∞

sup
j ̸=k ̸=1

E
(∫ T

0

Γt(X
N,1
t , XN,j

t , XN,k
t

)
dt

)
= 0. (5.48)
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Moreover, by the Krylov estimate (5.30) we also have

sup
j,k

E
(∫ T

0

Γt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)

⩽ sup
j,k

E
(∫ T

0

ϕ̄t
(
XN,1
t , XN,j

t

)2
dt

) 1
2

E
(∫ T

0

ϕ̄t
(
XN,1
t , XN,k

t

)2
dt

) 1
2

= sup
j

E
(∫ T

0

ϕ̄t
(
XN,1
t , XN,j

t

)2
dt

)
<∞. (5.49)

By (5.45), (5.48) and (5.49), we obtain (5.44).

Now we can give the

Proof of Theorem 5.1. Let Xt be the unique strong solution of dDDSDE (5.2) starting
from X0 (see Theorem 4.1). Define

b̄(t, x) := b(t, x, µXt) = F (t, x, (ϕt ⊛ µXt)(x)).

By (Hb), it is easy to see that

♭ := |||b̄|||Lq
T (L̃p

π) <∞.

Consider the following backward PDE

∂tu+ 1
2
tr(σσ∗ · ∇2u) + b̄ · ∇u− λu+ b̄ = 0, u(T ) = 0.

By reversing the time variable and Theorem 2.19, there is a unique solution u satisfying
the following estimate: for any β ∈ (0, ϑ), where ϑ := 1 − | 1

p
| − 2

q
, there is a constant

C0 = C0(T, κ0, d,p, q, β) ⩾ 1 such that for all λ ⩾ C0♭
2/ϑ,

λ
1
2
(ϑ−β)∥u∥L∞

T (C1+β) + |||∇2u|||L̃q
T (L̃p

π) ⩽ C0♭. (5.50)

In particular, one can choose λ = (2C0♭)
2/ϑ so that

∥∇u∥L∞
T
⩽ 1

2
. (5.51)

Now if we define
Φ(t, x) := x+ u(t, x),

then for each t,
x 7→ Φ(t, x) is a C1-diffeomorphism on Rd,

and

∥∇Φ∥L∞
T
+ ∥∇Φ−1∥L∞

T
⩽ 2. (5.52)
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Define
Yt := Φ(t,Xt), Y N,1

t := Φ(t,XN,1
t ).

By Itô’s formula (see the proof in Lemma 3.12), we have

dYt = λu(t,Xt)dt+ σ̃(t,Xt)dW
1
t

and

dY N,1
t = λu(t,XN,1

t )dt+
(
B · ∇u

)(
t,XN,1

t

)
dt+ σ̃(t,XN,1

t )dW 1
t ,

where σ̃ := σ∗∇Φ and
B(t, x) := b(t, x, ηXN

t
)− b(t, x, µXt).

In particular, we have

Y N,1
t − Yt = Φ(0, XN,1

0 )− Φ(0, X0) + λ

∫ t

0

[
u(s,XN,1

s )− u(s,Xs)
]
ds

+

∫ t

0

(
B · ∇u

)(
s,XN,1

s

)
ds+

∫ t

0

[
σ̃(s,XN,1

s )− σ̃(s,Xs)
]
dW 1

s .

By Itô’s formula and (5.51), (5.52), we further have

|Y N,1
t − Yt|2 ⩽ 4|XN,1

0 −X0|2 +
∫ t

0

|Y N,1
s − Ys|

(
λ|XN,1

s −Xs|+ |B
(
s,XN,1

s

)
|
)
ds

+

∫ t

0

|σ̃(s,XN,1
s )− σ̃(s,Xs)|2ds+Mt,

(5.53)

where Mt is a continuous local martingale. Note that by (2.15),

|σ̃(s,XN,1
s )− σ̃(s,Xs)|2 ⩽ 2ℓN,0(s)|XN,1

s −Xs|2,

where
ℓN,λ(s) := M|∇σ̃(s, ·)|2(XN,1

s ) +M|∇σ̃(s, ·)|2(Xs) + ∥σ̃∥2∞ + λ+ 1.

Thus, by (5.53) and (5.52) we have

|XN,1
t −Xt|2 ⩽ C

(
|XN,1

0 −X0|2 +
∫ t

0

ℓN,λ(s)|XN,1
s −Xs|2ds

+

∫ t

0

|B
(
s,XN,1

s

)
|2ds

)
+Mt,

(5.54)

where C > 0 is an absolute constant. By the chain rule, we have

M|∇σ̃|2 ⩽ 4M|∇σ|2 + ∥σ∥2∞M|∇2u|2.
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By (2.16) and (3.2), we have

|||M|∇σ|2|||Lq0/2
T (L̃p0/2

π )
≲ ||||∇σ|2|||Lq0/2

T (L̃p0/2
π )

= |||∇σ|||2Lq0
T (L̃p0

π )
⩽ κ0,

and by (5.50),

|||M|∇2u|2|||Lq/2
T (L̃p/2

π )
≲ ||||∇2u|2|||Lq/2

T (L̃p/2
π )

= |||∇2u|||2Lq
T (L̃p

π)
⩽ (C0♭)

2.

Since ( q0
2
, p0

2
), ( q

2
, p
2
) ∈ I2, by (5.29) and (3.46) we have for any γ > 0,

Aγ := sup
N

E exp

{
γ

∫ T

0

ℓN,λ(s)ds

}
<∞.

Thus by (5.54) and Lemma A.5, we get for any γ ∈ (0, 1),

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
⩽ CγA γ+1

γ−1

(
E|XN,1

0 −X0|2 + E
∫ T

0

|B
(
s,XN,1

s

)
|2ds

)γ
. (5.55)

Noting that by (5.6),

|B(t, x)| ⩽ κ1|(ϕt ⊛ ηXN
t
)(x)− (ϕt ⊛ µXt)(x)| = κ1|(ϕ̄t ⊛ ηXN

t
)(x)|,

where
ϕ̄t(x, y) := ϕt(x, y)− (ϕt ⊛ µXt)(x),

we further have for any γ ∈ (0, 1),

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
⩽ CγA γ+1

γ−1

(
E|XN,1

0 −X0|2 + κ21E
∫ T

0

|(ϕ̄s ⊛ ηXN
s
)(XN,1

s )|2ds
)γ

.

Now, (i) follows by (5.44) and the above estimate.
(ii) When h and ϕ are bounded, by (5.6) one has

|b̄(t, x)| ⩽ ∥h∥∞ + κ1∥ϕ∥∞.

Thus for any δ > 2, one can choose q,p in (5.50) close to ∞ so that ϑ = 2
δ
= 1− 2

q
− | 1

p
|

and
♭ := |||b̄|||Lq

T (L̃p
π) ⩽ C(1 + ∥ϕ∥∞).

By (5.29), (3.47) and for λ = (2C0♭)
2/ϑ, we have

Aγ = sup
N

E exp

{
γ

∫ T

0

ℓN,λ(s)ds

}
⩽ CeC♭

2/ϑ

⩽ CeC∥ϕ∥2/ϑ∞ .

Estimate (5.10) now follows by the above estimates and (5.43).
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5.4 Moderately interacting particle systems: Proof

of Theorem 5.3

We consider the following McKean-Vlasov type approximation for density-dependent SDE
(5.4):

dXε
t = F (t,Xε

t , (ϕε ∗ ρεt)(Xε
t ))dt+ σ(t,Xε

t )dW
1
t , X

ε
0 = X0,

where ϕε(x) = ε−dϕ(x/ε), and ϕ is a bounded probability density function with support
in the unit ball, F is bounded measurable and ρεt is the density of Xε

t .
We first show the following lemma.

Lemma 5.13. For any T > 0, β ∈ (0, γ0) and γ ∈ (0, 1), there is a constant C =
C(T, β, γ,Θ) > 0 such that for all ε ∈ (0, 1),

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2γ

)
⩽ Cε2βγ.

Proof. Let Xt be the unique strong solution of DDSDE (5.4) starting from X0. Define

b̄(t, x) := F (t, x, ρt(x)).

By assumption we have
∥b̄∥L∞

T
⩽ ∥F∥L∞

T
.

Consider the following backward PDE

∂tu+ 1
2
tr(σσ∗ · ∇2u) + b̄ · ∇u− λu+ b̄ = 0, u(T ) = 0.

As in the proof of Theorem 5.1 we construct a C1-diffeomorphism

Φ(t, x) := x+ u(t, x),

and define
Y ε
t := Φ(t,Xε

t ), Yt := Φ(t,Xt).

By the generalized Itô formula, we have

dYt = λu(t,Xt)dt+ σ̃(t,Xt)dW
1
t

and

dY ε
t = λu(t,Xε

t )dt+
(
Bε · ∇u

)(
t,Xε

t

)
dt+ σ̃(t,Xε

t )dW
1
t ,

where σ̃ = σ∗∇Φ and

Bε(t, x) := F (t, x, (ϕε ∗ ρεt)(x))− F (t, x, ρt(x)).
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In particular, we have

Y ε
t − Yt = λ

∫ t

0

[
u(s,Xε

s )− u(s,Xs)
]
ds+

∫ t

0

(
Bε · ∇u

)(
s,Xε

s

)
ds

+

∫ t

0

[
σ̃(s,Xε

s )− σ̃(s,Xs)
]
dW 1

s .

By Itô’s formula and (5.51), we further have

|Y ε
t − Yt|2 ⩽

∫ t

0

|Y ε
s − Ys|

(
λ|Xε

s −Xs|+ |Bε

(
s,Xε

s

)
|
)
ds

+

∫ t

0

|σ̃(s,Xε
s )− σ̃(s,Xs)|2ds+Mt,

(5.56)

whereMt is a continuous local martingale. Completely the same way as in proving (5.55),
we have

E|XN,1
t −Xt|2γ ≲

(
E
∫ T

0

|Bε

(
s,Xε

s

)
|2ds

)γ
. (5.57)

On the other hand, for any p > d, by Lemma 4.4 we have

∥ρεt − ρt∥L∞ ≲C

∫ t

0

(t− s)−
1
2
(1+ d

p
)|||Bε(s)|||L̃pds.

By the Lipschitz assumption on F in r, we have

|||Bε(s)|||L̃p ⩽ ∥Bε(s)|||L∞ ≲ ∥ϕε ∗ ρεs − ρs∥L∞ ⩽ ∥ρεs − ρs∥L∞ + ∥ϕε ∗ ρs − ρs∥L∞ .

For any β ∈ (0, γ0), noting that by (3.42),

∥ρs(·+ y)− ρs∥L∞ ⩽ C∥ρ0∥∞|y|βs−β/2,

we have

∥ϕε ∗ ρs − ρs∥L∞ ⩽
∫
Rd

∥ρs(·+ y)− ρs∥L∞ · |ϕε(y)|dy

≲ s−β/2
∫
Rd

|y|β · |ϕε(y)|dy ≲ s−β/2εβ. (5.58)

Hence,

∥ρεt − ρt∥L∞ ≲C

∫ t

0

(t− s)−
1
2
(1+ d

p
)(∥ρεs − ρs∥L∞ + s−

β
2 εβ)ds.
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By Lemma A.4, we have

∥ρεt − ρt∥L∞ ⩽ Ct
1
2
− d

2p
−β

2 εβ ⩽ Ct−
β
2 εβ. (5.59)

Note that by (5.6), (5.58) and (5.59),

E|Bε

(
s,Xε

s

)
|2 ⩽ κ21

∫
Rd

|ϕε ∗ ρεs(x)− ρs(x)|2ρεs(x)dx

⩽ κ21∥ϕε ∗ ρεs − ρs∥2L∞ ⩽ Cs−βε2β.

Substituting this into (5.57), we obtain the desired estimate.

Now we can give the

Proof of Theorem 5.3. This is a direct combination of Lemma 5.13 and (ii) of Theorem
5.1.



Chapter 6

Strong and weak convergence rate of
averaging principle for
McKean-Vlasov SDEs with localized
Lp drift

In this chapter, we consider the averaging principle of the following DDSDE with highly
oscillating time component

dXε
t = b

(
t

ε
,Xε

t , µ
ε
t

)
dt+ σ(Xε

t )dWt, Xε
0 = ξ ∈ F0, (6.1)

where b : R+ × Rd × P(Rd) → Rd and σ : Rd → Rd ⊗ Rd are measurable functions,
µεt := L(Xε

t ) is the time marginal law of Xε
t and the time scale 0 < ε≪ 1.

Throughout this chapter we need the following conditions.

(H1
b) Let p0 ∈ (d ∨ 2,∞) and assume that there is a nonnegative constant κ0 such that

for all t ⩾ 0 and µ, ν ∈ P(Rd)

|||b(t, ·, µ)|||p0 +
|||b(t, ·, µ)− b(t, ·, ν)|||p0

∥µ− ν∥var
⩽ κ0,

where ∥µ− ν∥var := sup
A∈B(Rd)

|µ(A)− ν(A)| is total variation.

(H2
b) There are functions b̄ : Rd×P(Rd) → Rd, ω : R+ → R+ and H : Rd×P(Rd) → R+

such that for all (T, t, x, µ) ∈ R2
+ × Rd × P(Rd)∣∣∣∣ 1T

∫ T+t

t

(b(s, x, µ)− b̄(x, µ))ds

∣∣∣∣ ⩽ ω(T )H(x, µ), (6.2)

where lim
t→∞

ω(t) = 0 and sup
µ

|||H(·, µ)|||p0 < κ0. Here p0 and κ0 are as in (H1
b).

126
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(Hσ) There are constants p > d ∨ 2, κ1 > 1 and β ∈ (0, 1) such that for all x, y, ξ ∈ Rd,

κ−1
1 |ξ| ⩽ |σ(x)ξ| ⩽ κ1|ξ|, |||∇σ|||p ⩽ κ1,

and
∥σ(x)− σ(y)∥HS ⩽ κ1|x− y|β,

where ∥ · ∥HS is the Hilbert-Schmidt norm.

Remark 6.1. We Note that

|||b̄(·, µ)|||p0 ⩽
1

T

∫ T

0

|||b(s, ·, µ)|||p0ds+ ||| 1
T

∫ T

0

(
b(s, ·, µ)− b̄(·, µ)ds

)
|||p0

⩽ κ0 + ω(T )|||H(·, µ)|||p0 ,

provided conditions (H1
b) and (H2

b) hold. Taking T → ∞, we have

|||b̄(·, µ)|||p0 ⩽ κ0.

Similarly, we have

|||b̄(·, µ)− b̄(·, ν)|||p0 ⩽ κ0∥µ− ν∥var.

Thus, the function b̄ satisfies the condition (H1
b) with the same constant κ0 as well.

Then, it is expected that the averaging principle holds. That is, as the time scale ε goes to
zero, the solution of the original equation (6.1) converges to that of the following averaged
equation on any finite time interval

dXt = b̄(Xt, µt)dt+ σ(Xt)dWt, X0 = ξ, (6.3)

where µt := L (Xt) stands for the distribution of Xt.
Under assumptions (Hσ) and (H1

b) (respectively Remark 6.1), for any initial value ξ ∈
F0, it is well-known that there is a unique strong solution to DDSDE (6.1) (respectively,
(6.3) ); see [117] and [45]. The main result in this chapter is the following strong and
weak convergence of the averaging principle for DDSDE and SDE with Lp drift.

Theorem 6.2. Under (H1
b), (H

2
b) and (Hσ), for any T > 0 and ℓ ∈ (0, 1), there is a

constant C, depending only on κ0, κ1, T, d, β, p0, p, ℓ, such that for any ε > 0

sup
t∈[0,T ]

∥µεt − µt∥var ⩽ C inf
h>0

(
h

1
2
− d

2p0 + ω

(
h

ε

))
(6.4)

and

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)
⩽ C inf

h>0

(
(ω(h/ε))2 + h

1− d
p0

)ℓ
. (6.5)
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When the drift b is independent of the distribution, the convergence rate is independent
of p0.

Theorem 6.3. Assume that
b(t, x, µ) ≡ b(t, x).

Under (H1
b), (H

2
b) and (Hσ), for any T > 0, δ > 0 and ℓ ∈ (0, 1), there is a constant C,

depending only on κ0, κ1, T, d, p0, p, δ, ℓ, such that for any ε > 0

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)
⩽ C inf

h>0

((
ω

(
h

ε

))2

+ h1−δ

)ℓ

.

Remark 6.4. (i) Since we use the Zvonkin transformation using the parabolic equa-
tion, when b̄ = b̄(t) = b̄(·, µt) depends on the time variable t, the time regularity
for solutions to this parabolic equation affects the convergence rate (see (6.23) and
Lemma 6.5 for more details). When b̄ is independent of time, we can construct the
Zvonkin transformation using the elliptic equation. Hence, the convergence rates in
Theorems 6.2 and 6.3 are different.

(ii) Noting that |||f |||p0 ≲ ∥f∥∞ for all p0 ∈ (1,∞), these results are valid for p0 = ∞, in
which case the rate of convergence in (6.5) is

inf
h>0

((
ω

(
h

ε

))2

+ h1−δ

)ℓ

for any δ > 0. In particular, we obtain the convergence rate ε
1
3
−δ for a large number

of examples (see e.g. Example 6.8 below), which is faster than ε
1
6 in [54].

6.1 Outline

In this section, we give a brief outline of the proof to Theorem 6.2 and Theorem 6.3.
First, we note that since the drift of both the DDSDE and SDE in this paper is locally
Lp0x integrable, we cannot use the Gronwall lemma or the generalized Gronwall lemma
directly to prove the convergence of Xε to X as in [54, 92]. On the other hand, our
system (6.1) can be rewritten in the following slow-fast system:dXε

t = b (Y ε
t , X

ε
t , µ

ε
t) dt+ σ(Xε

t )dWt,

dY ε
t =

1

ε
dt.

Since the Kolmogorov operator of the fast process Y ε
t = t

ε
, t ⩾ 0, does not have a second

order elliptic part, we cannot use the technique based on the Poisson equation as in [88].
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To overcome these difficulties, we use Zvonkin’s transformation to remove the drift b and
employ the classical technique of time discretization.

More precisely, consider the following backward PDE for t ∈ [0, T ] related to (6.3)

∂tu+ aij∂i∂ju− λu+B · ∇u+B = 0, u(T ) = 0,

where B(t, x) := b̄(x, µt), λ ⩾ 0, is the dissipative term. Under (Hσ) and (H1
b), by

Lemma 2.8, for a sufficiently large number λ, there is a solution u such that

|∇u(t, x)| ⩽ 1

2
, t ∈ [0, T ], x ∈ Rd.

Hence, if we define Φt(x) := x + u(t, x), then x → Φt(x) is a C1 diffeomorphism of Rd.
By Itô’s formula (3.52), Y ε

t := Φt(X
ε
t ) and Yt := Φt(Xt) solve the following new SDEs:

dY ε
t =λu(t,Φ−1

t (Y ε
t ))dt+ (σ∗∇Φt(Φ

−1
t (Y ε

t )))dWt

+
(
b(t/ε,Xε

t , µ
ε
t)− b̄(Xε

t , µt)
)
· ∇Φt

(
Xε
t

)
dt

and

dYt = λu(t,Φ−1
t (Yt))dt+ (σ∗∇Φt)(Φ

−1
t (Yt))dWt,

where σ∗ is the transpose of σ and Φ−1
t is the inverse of x → Φt(x). Since these new

systems have differentiable diffusion coefficients and the drifts are Lipshitz continuous,
we can use the stochastic Gronwall inequality Lemma A.5.

The remaining part of the proof is about how to estimate the following crucial term

E
[
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(
b(
s

ε
,Xε

s , µ
ε
s)− b̄(Xε

s , µs)
)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2]. (6.6)

In particular, we need to estimate

∥µt − µεt∥var (6.7)

and

E
[
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(
b(
s

ε
,Xε

s , µ
ε
s)− b̄(Xε

s , µ
ε
s)
)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2]. (6.8)

In Section 6.2, we will use (3.91) and classical method of time discretization in averaging
principle to estimate (6.8).

To estimate (6.7), we employ a method based on the Kolmogorov equation which is
also used in [87]. Then, again by time discretization, we estimate the difference (6.7) and
obtain (6.4) (see Section 6.3).

In the following, we will first show the crucial lemma estimating (6.8) in Section 6.2.
Then, we will show the weak convergence rate (6.4) and strong convergence rate (6.5) in
Section 6.3 and 6.4 respectively. Finally, some examples will be given in Section 6.5.
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6.2 Crucial lemma

In this section, we prove the following crucial lemma.

Lemma 6.5. Let T > 0 and g : R+ × Rd → R be a bounded function satisfying

cg := sup
t̸=s∈[0,T ]

sup
x∈Rd

(
|g(t, x)|+ |g(t, x)− g(s, x)|/|t− s|α

)
<∞ (6.9)

for some α > 0. Assume (Hσ), (H1
b) and (H2

b) hold. Then for any δ > 0, there is a
constant C = C(Ξ, κ0, δ, cg) such that for any ε > 0,

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(s,Xε
s )(b(

s

ε
,Xε

s , µ
ε
s)− b̄(Xε

s , µ
ε
s))ds

∣∣∣2)
⩽ C inf

h>0

(
h1−δ + h2α + (ω(h/ε))2

)
.

(6.10)

Proof. For simplicity, we drop the superscript ε from Xε and µε. Set bε(t) := b(t/ε) and

X̃· := (X·, µ·). For any f = f(t, x, µ) and h > 0, define F f
h (t) := f(s, X̃s) − f(s, X̃πh(s)).

Then, for any h ∈ (0, 1), the left hand side of (6.10) is dominated by

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

F gbε
h (s)ds

∣∣∣2)+ E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

F gb̄
h (s)ds

∣∣∣2)

+ E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(s,Xπh(s))(bε(s, X̃πh(s))− b̄(X̃πh(s)))ds
∣∣∣2) =: I ε,h

1 + I ε,h
2 + I ε,h

3 .

By (H1
b) and (3.91), for any δ > 0, we have I ε,h

1 + I ε,h
2 ≲ ∥g∥2∞κ20h1−δ.

For I ε,h
3 , we note that by (6.9) and (3.77) with p0 > (d/2) ∨ 1,

I ε,h
3 ≲ E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(πh(s), Xπh(s))(bε(s, X̃πh(s)

)
− b̄(X̃πh(s)))ds

∣∣∣2)

+ E

(
sup
t∈[0,T ]

∫ t

0

|s− πh(s)|2α
(
|bε(s, X̃πh(s))|

2 + |b̄(X̃πh(s)))|
2
)
ds

)
≲ I ε,h

31 + h2α,

where I ε,h
31 := E

(
supt∈[0,T ]

∣∣∣ ∫ t0 g(πh(s), Xπh(s))(bε(s, X̃πh(s))− b̄(X̃πh(s)))ds
∣∣∣2) .

It suffices to show I ε,h
21 ≲ h+(ω (h/ε))2. Set Bh

ε (s) := bε(s, X̃πh(s))−b̄(X̃πh(s)). Indeed,
letting M(t) = [t/h] and noting that πh(s) = s for s ∈ [0, h), we have

I ε,h
31 ≲E

(
sup
t∈[0,h)

∣∣∣ ∫ t

0

g(s,Xs)B
h
ε (s)ds

∣∣∣2)+ E

(
sup
t∈[h,T ]

∣∣∣ ∫ t

M(t)h

g(πh(s), Xπh(s))B
h
ε (s)ds

∣∣∣2)

+ E

(
sup
t∈[h,T ]

∣∣∣ ∫ M(t)h

h

g(πh(s), Xπh(s))B
h
ε (s)ds

∣∣∣2) =: I ε,h
311 + I ε,h

312 + I ε,h
313 .



CHAPTER 6. AVERAGING PRINCIPLE FOR DDSDES 131

It follows from Hölder’s inequality and (3.77) that

2∑
i=1

I ε,h
31i ≲h∥g∥2∞E

[∫ T

0

|bε(s, X̃s)|2 + |b̄(X̃s)|2ds
]

+ h∥g∥2∞E
[∫ T

0

|bε(s, X̃πh(s))|
2 + |b̄(X̃πh(s))|

2ds

]
≲h∥g∥2∞κ20.

Thus, we only need to prove I ε,h
313 ≲

(
ω (h/ε)

)2
. By the definition of πh, it is easy to see

that

I ε,h
313 ⩽ E

(
sup

2⩽m⩽M(T )

∣∣∣m−1∑
k=1

g(kh,Xkh)

∫ (k+1)h

kh

(bε(s, X̃kh)− b̄(X̃kh))ds
∣∣∣2).

Based on the fact that |
∑m−1

k=1 ak|2 ⩽ (m− 1)
∑m−1

k=1 |ak|2, one sees that

I ε,h
313 ⩽M(T )c2g

M(T )−1∑
k=1

E
∣∣∣ ∫ (k+1)h

kh

(bε(s, X̃kh)− b̄(X̃kh))ds
∣∣∣2.

By a change of variables and (6.2), we have

I ε,h
313 ≲M(T )

M(T )−1∑
k=1

E

∣∣∣∣∣ε
∫ (k+1)h/ε

kh/ε

(
b(s, X̃kh)− b̄(X̃kh)

)
ds

∣∣∣∣∣
2

≲ h (ω(h/ε))2
M(T )−1∑
k=1

E|H(X̃kh)|2.

We note that

h

M(T )−1∑
k=1

E|H(X̃kh)|2 = E
∫ M(T )h

h

|H(X̃πh(s))|
2ds ⩽ E

∫ T

h

|H(X̃πh(s))|
2ds.

Again by (3.77), we have I ε,h
313 ≲ (ω(h/ε))2 supµ |||H(·, µ)|||2p0 and complete the proof.

6.3 Weak convergence

In this section, under (Hσ), (H1
b) and (H2

b), we will derive the convergence rate of ∥µε−
µ∥var. Recall that on the probability space (Ω,F ,P, (Fs)s⩾0) we have a unique strong
solution (Xε

· , X·) to the following systems

dXε
t = b(t/ε,Xε

t , µ
ε
t)dt+ σ(Xε

t )dWt, Xε
0 = ξ, (6.11)
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and

dXt = b̄(Xt, µt)dt+ σ(Xt)dWt, X0 = ξ, (6.12)

where µεt and µt are the distributions of Xε
t and Xt respectively. For simplicity, in the

sequel, let

bε(t) := b(t/ε) (ε > 0), and b0 := b̄.

For any x ∈ Rd and t ⩾ s ⩾ 0, let (Y ε
s,t(x), Ys,t(x)) be the unique strong solution to the

following SDEs

dY ε
s,t(x) = bε(t, Y

ε
s,t(x), µ

ε
t)dt+ σ(Y ε

s,t(x))dWt, Y ε
s,s(x) = x

and

dYs,t(x) = b̄(Ys,t(x), µt)dt+ σ(Ys,t(x))dWt, Ys,s(x) = x.

Set Y ε
t (x) := Y ε

0,t(x) and Yt(x) := Y0,t(x) for all t ⩾ 0 and x ∈ Rd. Let P x,ε and P x denote
the distributions of Y ε

· (x) and Y·(x) in C([0, T ];Rd) respectively. Based on the strong
uniqueness of the above SDEs, we have∫

Rd

P x,ε P ◦ ξ−1(dx) = P ◦ (Xε
· )

−1 and

∫
Rd

P x P ◦ ξ−1(dx) = P ◦ (X·)
−1. (6.13)

Therefore, the estimates in Section 3.2.2 hold for Xε and X, where the constants are
independent of ε, since

sup
ε⩾0

sup
µ∈P(Rd)

|||bε(·, µ)|||L̃p0
T
<∞.

Moreover, for any t ∈ R+ and φ ∈ C∞
b , consider the following Kolmogorov backward

equation

∂su
t + aij∂i∂ju

t + b0(·, µs) · ∇ut = 0, (6.14)

with final condition
ut(t) = φ.

By Proposition 2.10 and 3.27, there exists a unique solution ut to (6.14), which is given
by

ut(s, x) = Eφ(Ys,t(x)).

Define ũ(s, x) = ut(t− s, x). Then ũ is the solution to

∂sũ = aij∂i∂jũ+ b0(·, µt−s) · ∇ũ, ũ0 = φ.
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By Lemma 3.34, we have

∥∇ut(s)∥∞ ≲ (t− s)−
1
2∥φ∥∞ (6.15)

and

∥∇ut(s1)−∇ut(s2)∥∞ ≲ |s1 − s2|
1
2
− d

2p0 (s1 ∧ s2)−1+ d
2p0 ∥φ∥∞. (6.16)

Then, for any t ∈ [0, T ], by applying the generalized Itô formula (3.52) to ut(s, Y ε
s (x)),

one sees that

Eφ(Y ε
t (x))− ut(0, x) = E

∫ t

0

(
bε(s, Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µs)

)
· ∇ut(s, Y ε

s (x))ds.

(6.17)

Noting that ut(0, x) = Eφ(Yt(x)), by (6.13), we have

|Eφ(Xε
t )− Eφ(Xt)| =

∣∣∣ ∫
Rd

(
Eφ(Y ε

t (x))− Eφ(Yt(x))
)
P ◦ ξ−1(dx)

∣∣∣
⩽ sup

x

∣∣∣E∫ t

0

(
bε(s, Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µs)

)
· ∇ut(s, Y ε

s (x))ds
∣∣∣.

(6.18)

Here is the main result of this section:

Theorem 6.6. Under the conditions (Hσ) and (H1
b)–(H

2
b), for any T > 0, there is a

constant C = C(κ0, κ1, d, T, p0, β) > 0 such that for all ε > 0 and t ∈ [0, T ],

∥µεt − µt∥var ⩽ C inf
h>0

(
h

1
2
− d

2p0 + ω

(
h

ε

))
. (6.19)

Proof. For simplicity, in the whole proof, we assume ∥φ∥∞ = 1 and drop the superscript
t from ut. First, let

Bε :=
∣∣∣E∫ t

0

(
bε(s, Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µs)

)
· ∇u(s, Y ε

s (x))ds
∣∣∣

and

Eεh :=
∣∣∣E∫ t

0

(
bε(s, Y

ε
πh(s)

(x), µεπh(s))− b0(Y
ε
πh(s)

(x), µεπh(s))
)
· ∇u(πh(s), Y ε

πh(s)
(x))ds

∣∣∣,
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where h ∈ (0, 1). For any map f : R+ × Rd × P(Rd) → Rd and h ∈ (0, 1), define

U ε
1,h(f) :=

∣∣∣E∫ t

0

(
(f · ∇u)(s, Y ε

s (x), µ
ε
s)− (f · ∇u)(s, Y ε

πh(s)
(x), µεs)

)
ds
∣∣∣

U ε
2,h(f) :=

∣∣∣E∫ t

0

([
f(s, Y ε

πh(s)
(x), µεs)− f(s, Y ε

πh(s)
(x), µεπh(s))

]
· ∇u(s, Y ε

πh(s)
(x))

)
ds
∣∣∣

U ε
3,h(f) :=

∣∣∣E∫ t

0

(
f(s, Y ε

πh(s)
(x), µεπh(s)) ·

[
∇u(s, Y ε

πh(s)
(x))−∇u(πh(s), Y ε

πh(s)
(x))

])
ds
∣∣∣.

Then, we have

Bε ⩽Eεh +
3∑
i=1

[
U ε
i,h(bε) + U ε

i,h(b0)
]

+
∣∣∣E∫ t

0

(
b0(Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µs)

)
· ∇u(s, Y ε

s (x))ds
∣∣∣.

It follows from (6.15), (3.76) and (H1
b) that∣∣∣E∫ t

0

(
b0(Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µs)

)
· ∇u(s, Y ε

s (x))ds
∣∣∣

≲
∫ t

0

s
− d

2p0 (t− s)−
1
2∥µεs − µs∥vards,

which implies that

Bε ≲ Eεh +
3∑
i=1

[
U ε
i,h(bε) + U ε

i,h(b0)
]
+

∫ t

0

s
− d

2p0 (t− s)−
1
2∥µεs − µs∥vards. (6.20)

Now, we divide the rest of the proof into two steps. In Step 1, we estimate U ε
i,h(bε) +

U ε
i,h(b0), i = 1, 2, 3, one by one; In Step 2, we calculate Eεh under the assumption (H2

b).
(Step 1) We only estimate U ε

i,h(bε), for U
ε
i,h(b0) we can proceed in the same way. First,

we estimate U ε
1,h(bε). By (3.85) and (6.15), we have

U ε
1,h(bε) =

∣∣∣ ∫ t

0

(
P Y ε

s (bε · ∇u)(s, ·, µεs)(x)− P Y ε

πh(s)
(bε · ∇u)(s, ·, µεs)(x)

)
ds
∣∣∣

≲
∫ t

0

[
(hα(πh(s))

−α) ∧ 1
]
(πh(s))

− d
2p0 |||(bε · ∇u)(s, ·, µεs)|||p0ds

≲ hα
∫ t

0

(πh(s))
−α(πh(s))

− d
2p0 (t− s)−

1
2ds,
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where α = 1/2 − d/(2p0). Noting that πh(s) = s for s ⩽ h, πh(s) ⩽ s for all s ∈ [0, T ]
and 1− α− d/(2p0)− 1/2 = 0, one sees that

U ε
1,h(bε) ≲ h

1
2
− d

2p0 .

For U ε
2,h(bε), by (3.76), (6.15) and (H1

b), we have

U ε
2,h(bε) ≲

∫ t

0

(πh(s))
− d

2p0 ∥µεs − µεπh(s)∥var(t− s)−
1
2ds.

It follows from (3.86) that

∥µεs − µεπh(s)∥var ≲ [h
1
2 (πh(s))

− 1
2 ] ∧ 1 ≲ h

1
2
− d

2p0 (πh(s))
− 1

2
+ d

2p0 ,

which implies that

U ε
2,h(bε) ≲ h

1
2
− d

2p0

∫ t

0

(πh(s))
− 1

2 (t− πh(s))
− 1

2ds ≲ h
1
2
− d

2p0 .

Finally, in view of (3.76) and (6.16), because p0 <∞, we have

U ε
3,h(bε) ≲ h

1
2
− d

2p0

∫ t

0

(πh(s))
− d

2p0 (t− πh(s))
−1+ d

2p0 ds ≲ h
1
2
− d

2p0

and obtain that

3∑
i=1

(
U ε
i,h(bε) + U ε

i,h(b̄)
)
≲ h

1
2
− d

2p0 . (6.21)

(Step 2) LetM := [t/h]. Without loss of generality we may assume thatM = t/h ∈ N
and note that

Eεh ⩽
∣∣∣E∫ h

0

(
bε(s, Y

ε
s (x), µ

ε
s)− b0(Y

ε
s (x), µ

ε
s)
)
· ∇u(s, Y ε

s (x))ds
∣∣∣

+
∣∣∣M−1∑
k=1

E
∫ (k+1)h

kh

(
bε(s, Y

ε
kh(x), µ

ε
kh)− b0(Y

ε
kh(x), µ

ε
kh)
)
· ∇u(kh, Y ε

kh(x))ds
∣∣∣

:=E1 + E2.

From (3.76) and (6.15),

E1 ≲
∫ h

0

s
− d

2p0 (t− s)−
1
2ds ≲ h

1
2
− d

2p0 .
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By (6.15) and a change of variables, one sees that

E2 ≲
M−1∑
k=1

(t− kh)−
1
2

∣∣∣E∫ (k+1)h

kh

(
bε(s, Y

ε
kh(x), µ

ε
kh)− b0(Y

ε
kh(x), µ

ε
kh)
)
ds
∣∣∣

≲
M−1∑
k=1

(t− kh)−
1
2

∣∣∣εE∫ (k+1)h/ε

kh/ε

(
b(s, Y ε

kh(x), µ
ε
kh)− b̄(Y ε

kh(x), µ
ε
kh)
)
ds
∣∣∣.

Based on the assumptions (6.2) and (3.76), we have

E2 ≲ h

M−1∑
k=1

(t− kh)−
1
2ω

(
h

ε

)
EH(Y ε

kh(x), µ
ε
kh)

≲ h

M−1∑
k=1

(t− kh)−
1
2ω

(
h

ε

)
(kh)

− d
2p0 sup

µ
|||H(·, µ)|||p0

≲ ω

(
h

ε

)∫ t

h

(t− πh(s))
− 1

2 (πh(s))
− d

2p0 ds ≲ ω

(
h

ε

)
and obtain that

|Eφ(Xε
t )− Eφ(Xt)| ≲

(
h

1
2
− d

2p0 + ω

(
h

ε

))
+

∫ t

0

s
− d

2p0 (t− s)−
1
2∥µεs − µs∥vards

because of (6.18), (6.20) and (6.21). Finally, taking the supremum over all φ ∈ C∞
b with

∥φ∥∞ = 1 and by Lemma A.4, we complete the proof.

6.4 Strong convergence

In this section, we consider the process (Xε,W,X) on the probability space (Ω,F , (Ft)t⩾0,P)
which satisfies the following system in Rd:

Xε
t = ξ +

∫ t

0

b(
s

ε
,Xε

s , µ
ε
s)ds+

∫ t

0

σ(Xε
s )dWs

and

Xt = ξ +

∫ t

0

b̄(Xs, µs)ds+

∫ t

0

σ(Xs)dWs,

where W is a standard d-dimensitional Brownian Motion, µεt and µt are the distributions
of Xε

t and Xt respectively and (b, b̄, σ) satisfies the conditions (H1
b)-(H

2
b) and (Hσ) . We

set

X0 := X, bε(t) := b(t/ε), and b0 := b̄.
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Proof of Theoerm 6.2. Set

B(t, x) := b0(x, µt)

and consider the following backward parabolic PDE

∂tu+ aij∂i∂ju− λu+B · ∇u+B = 0, t ∈ [0, T ], u(T ) = 0.

Since |||B|||L̃p0 (T ) ⩽ sup
µ

|||b̄(·, µ)|||p0 <∞, by Lemma 2.8, for λ large enough there is a unique

solution u in the sense of Definition 2.6 satisfying

∥∇u∥L∞
T
⩽

1

2

and for any 2/q + d/p0 < 1,

|||∇2u|||L̃p0
q (T ) ⩽ C,

which implies that for any λ > 0

sup
ε⩾0

E exp

(
λ

∫ T

0

|∇2u(t,Xε
t )|2dt

)
<∞, (6.22)

where X0 := X, because of (3.78). Moreover, by (3.93), for all s, t ∈ [0, T ],

∥∇u(t)−∇u(s)∥∞ ≲ |t− s|1/2−d/(2p0). (6.23)

Define
Φt(x) := x+ u(t, x)

and
Y ε
t := Φt(X

ε
t ), Yt := Φt(Xt).

Then Φt is a C
1-diffeomorphism (see Remark 3.33) for any t ∈ [0, T ] with

∥∇Φ∥L∞
T
+ ∥∇Φ−1∥L∞

T
⩽ 4. (6.24)

By the generalized Itô formula (3.52), we have

dYt = λu(t,Xt)dt+ (σ∗∇Φt)(Xt)dWt

and

dY ε
t = λu(t,Xε

t )dt+
(
bε(t,X

ε
t , µ

ε
t)− b0(X

ε
t , µt)

)
· ∇Φt

(
Xε
t

)
dt+ (σ∗∇Φt(X

ε
t ))dWt,
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where σ∗ is the transpose of σ. It follows from (6.24) that for any t ∈ [0, T ],

|Xε
t −Xt|2 ≲ |Y ε

t − Yt|2 ≲λ∥∇u∥2L∞
T

∫ t

0

|Xε
s −Xs|2ds

+

[∫ t

0

(
(σ∗∇Φs)(X

ε
s )− (σ∗∇Φs)(Xs)

)
dWs

]2
+
∣∣∣ ∫ t

0

(
bε(s,X

ε
s , µ

ε
s)− b0(X

ε
s , µs)

)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2.

Set

Aεt :=

∫ t

0

(
M(∇2u)(s,Xs) +M(∇2u)(s,Xε

s ) + ∥∇u∥L∞
T

)2
ds

+

∫ t

0

(M(∇σ)(Xs) +M(∇σ)(Xε
s ) + ∥σ∥∞)2 ds

and

ηεt :=
∣∣∣ ∫ t

0

(
bε(s,X

ε
s , µ

ε
s)− b0(X

ε
s , µs)

)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2.

Then, by (2.16), (6.22) and (Hσ), we have

sup
ε

E exp(AεT ) <∞. (6.25)

We note that by (2.15) [∫ t

0

(
(σ∗∇Φ)(Xε

s )− (σ∗∇Φ)(Xs)
)
dWs

]2
⩽
∫ t

0

|Xε
s −Xs|2dAεs +M ε

t ,

where M ε is a martingale. Altogether, we have

|Xε
t −Xt|2 ≲

∫ t

0

|Xε
s −Xs|2ds+

∫ t

0

|Xε
s −Xs|2dAεs +M ε

t + ηεt .

Hence, by (6.25) and the stochastic Gronwall inequality Lemma A.5, one sees that for
any ℓ ∈ (0, 1),

E
(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)
≲
(
E[ sup

t∈[0,T ]
ηεt ]
)ℓ
.
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Combining (6.23), (6.24) and (6.10), we have

E[ sup
t∈[0,T ]

ηεt ] ≲E
∫ T

0

∣∣∣b0(Xε
s , µ

ε
s)− b0(X

ε
s , µs)

∣∣∣2ds+ inf
h>0

(
h1−δ + h

1− d
p0 + ω

(
h

ε

))
. (6.26)

Taking δ < d/p0 in (6.26), from (3.77) and (6.19), for any 2/q + d/p0 < 1, one sees that

E[ sup
t∈[0,T ]

ηεt ] ≲
(∫ T

0

∥µεs − µs∥qvards
)2/q

+ inf
h>0

(
h
1− d

p0 +

(
ω

(
h

ε

))2 )
≲ inf

h>0

(
h
1− d

p0 +

(
ω

(
h

ε

))2 )
and this completes the proof.

In the rest of this section, we assume that

bε(t, x, µ) = bε(t, x), b0(x, µ) = b0(x)

and prove Theorem 6.3. The method is the same as the one of Theorem 6.2, except
for using the elliptic equation to construct the Zvonkin’s transformation instead of the
parabolic.

Proof of Theorem 6.3. Consider the following elliptic PDE

aij∂i∂ju− λu+ b0 · ∇u+ b0 = 0. (6.27)

Noting that |||b0|||L̃p0 (T ) ⩽ ∥b∥L∞(R+;L̃p0 ) and by (2.24) for λ large enough, we have

∥∇u∥∞ ⩽
1

2

and

|||∇2u|||p0 ⩽ C∥b0∥L̃p0 , ∀p0 > d

It follows by (3.78) that for any λ > 0

sup
ε⩾0

E exp

(
λ

∫ T

0

|∇2u(Xε
t )|2dt

)
<∞. (6.28)

Define
Φ(x) := x+ u(x)
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and
Y ε
t := Φ(Xε

t ), Yt := Φ(Xt).

Then Φ is a C1-diffeomorphism. Again by the generalized Itô formula (3.52), we have

dYt = λu(Xt)dt+ (σ∗∇Φ)(Xt)dWt

and

dY ε
t = λu(Xε

t )dt+
(
bε(t,X

ε
t )− b0(X

ε
t )
)
· ∇Φ

(
Xε
t

)
dt+ (σ∗∇Φ)(Xε

t )dWt.

Then, we have

|Xε
t −Xt|2 ≲

∫ t

0

|Xε
s −Xs|2dAεs +M ε

t + ηεt ,

where (M ε
t )t⩾0 is a martingale,

Aεt =t+

∫ t

0

(
M(∇2u)(Xs) +M(∇2u)(Xε

s ) + ∥σ∥∞
)2

ds

+

∫ t

0

(M(∇σ)(Xs) +M(∇σ)(Xε
s ) + ∥∇u∥∞)2 ds

and

ηεt =
∣∣∣ ∫ t

0

(
b(s/ε,Xε

s )− b̄(Xε
s )
)
· ∇Φ

(
Xε
s

)
ds
∣∣∣2.

Then, in view of (2.16) and (6.28), we have

sup
ε

E exp(AεT ) <∞,

which implies that for any ℓ ∈ (0, 1),

E
(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)
≲
(
E sup
t∈[0,T ]

ηεt
)ℓ

because of the Lemma A.5 and we complete the proof by (6.10) with α = 1.

6.5 Examples

Example 6.7. Consider the following DDSDE in Rd

dXε
t =

([
(1 + t/ε)−α1 + 1

] ∫
Rd

Xε
t − y

|Xε
t − y|α2

µεt(dy)

)
dt+ dWt

=: b(t/ε,Xε
t , µ

ε
t)dt+ dWt,
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where α1 > 0, 1 < α2 < 2 ∧ (1 + d
2
) and µεt is the distribution of Xε

t . It is clear that the
averaged equation is

dXt =

(∫
Rd

Xt − y

|Xt − y|α2
µt(dy)

)
dt+ dWt

=: b̄(Xt, µt)dt+ dWt,

where µt is the distribution of Xt, and∣∣∣∣ 1T
∫ t+T

t

(
b(s, x, µ)− b̄(x, µ)

)
ds

∣∣∣∣ ⩽ ω (T ) (1− α1)
−1

∫
Rd

|x− y|
|x− y|α2

µ(dy)

for all (T, t, x, µ) ∈ R2 × R× P(Rd), where

ω(t) =

{
t−(α1∧1) for α1 ∈ (0, 1) ∪ (1,∞)

t−1 log t for α1 = 1.

Then we have for any δ > 0

sup
t∈[0,T ]

∥µεt − µt∥var ⩽ Cε
α(2−α2)
2+2α−α2

−δ

and [
E

(
sup
t∈[0,T ]

|Xε
t −Xt|2ℓ

)] 1
ℓ

⩽ Cε
4α−2αα2
2+2α−α2

−δ

for any 0 < ℓ < 1, where α = α1 ∧ 1 for α1 ∈ (0,∞).

Next we give a more general example, where the function ω(t) ≍ t−1, i.e. there exists
a constant C such that C−1t−1 ⩽ ω(t) ⩽ Ct−1.

Example 6.8. Let p0 ∈ (d ∨ 2,∞). Consider the following DDSDE

dXε
t =

[∫
R
F

(
sin(ξt/ε),

∫
Rd

ϕ(Xε
t , y)µ

ε
t(dy)

)
ν(dξ)

]
dt+ dWt, (6.29)

where µεt is the time marginal law of Xt, F : [−1, 1]×Rm → Rd is measurable and satisfies
for some constant LF > 0

|F (t, 0)| ⩽ LF , |F (t, x)− F (t, y)| ⩽ LF |x− y| for all (t, x, y) ∈ [−1, 1]× R2m, (6.30)

ν is some finite measure on R satisfying∫
R\{0}

ν(dξ)

|ξ|
<∞

and ϕ : Rd → Rm is measurable and satisfies

sup
y

|||ϕ(·, y)|||p0 <∞.
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Set

b(t, x, µ) :=

∫
R
F

(
sin(ξt),

∫
Rd

ϕ(x, y)µ(dy)

)
ν(dξ)

and

b̄(x, µ) :=
1

2π

∫ 2π

0

F

(
sin τ,

∫
Rd

ϕ(x, y)µ(dy)

)
ν(R \ {0})dτ

+ F

(
0,

∫
Rd

ϕ(x, y)µ(dy)

)
ν({0}).

We claim that

(b, b̄) satisfies conditions (H1
b) and (H2

b) with ω(T ) :=
4πLF
T

∫
R\{0}

ν(dξ)

|ξ|
. (6.31)

To prove this claim, we need the following lemma.

Lemma 6.9. Let

h(t) :=

∫
R
B(sin(ξt))ν(dξ).

and

h̄ :=
( 1

2π

∫ 2π

0

B(sin(ξτ))dτ
)
ν(R \ {0}) +B(0)ν({0}),

where B : [−1, 1] → Rd is measurable and ν is a finite measure on R. Assume that there
is a constant CB > 0 such that

|B(u)| ⩽ CB, ∀u ∈ [−1, 1].

Then, for any t, T ∈ R+,∣∣∣ 1
T

∫ t+T

t

(
h(s)− h̄

)
ds
∣∣∣ ⩽ 4πCB

T

∫
R\{0}

ν(dξ)

|ξ|
.

Proof of Lemma 6.9. If
∫
R\{0}

ν(dξ)
|ξ| = ∞, this is trivial. So, we assume that

∫
R\{0}

ν(dξ)
|ξ| <

∞. First, one sees that

I :=

∣∣∣∣ 1T
∫ t+T

t

(
h(s)− h̄

)
ds

∣∣∣∣
=

∣∣∣∣ 1T
∫ t+T

t

∫
R\{0}

B(sin(ξs))ν(dξ)ds− 1

2π

∫ t+2π

t

B(sin(τ))ν(R \ {0})dτ
∣∣∣∣

=

∣∣∣∣∫
R\{0}

[ 1
T

∫ t+T

t

B(sin(ξs))ds− 1

2π

∫ t+2π

t

B(sin(τ))dτ
]
ν(dξ)

∣∣∣∣ ,
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by Fubini’s theorem. From a change of variable, we have

I =

∣∣∣∣∣
∫
R\{0}

[ 1

T |ξ|

∫ (t+T )ξ

tξ

B(sin s)ds− 1

2π

∫ t+2π

t

B(sin τ)dτ
]
ν(dξ)

∣∣∣∣∣ ,
where

∫ b
a
:= −

∫ a
b
if a > b. Set

G :=

∫ 2π

0

B(sin s)ds =

∫ t+2π

t

B(sin s)ds, ∀t ∈ R.

Then, noting that s→ sin s has a period 2π, we have∫ (t+T )ξ

tξ

B(sin s)ds =
[T |ξ|
2π

]
G+

∫ Tξ+tξ

sgn(ξ)[T |ξ|
2π ]2π+tξ

B(sin s)ds

:=
[T |ξ|
2π

]
G+Ht(ξ)

where sgn(ξ) := ξ/|ξ|, which implies that

I =

∣∣∣∣∫
R\{0}

[ 1

T |ξ|

([T |ξ|
2π

]
G+Ht(ξ)

)
− 1

2π
G
]
ν(dξ)

∣∣∣∣
⩽
∫
R\{0}

∣∣∣ 1

T |ξ|

[T |ξ|
2π

]
− 1

2π

∣∣∣ν(dξ)G+

∫
R\{0}

1

T |ξ|
Ht(ξ)ν(dξ).

We note that ∣∣∣ 1

T |ξ|

[T |ξ|
2π

]
− 1

2π

∣∣∣ = 1

T |ξ|

∣∣∣[T |ξ|
2π

]
− T |ξ|

2π

∣∣∣ ⩽ 1

T |ξ|

and

G ∨Ht(ξ) ⩽
∫ 2π

0

|B(sin s)|ds ⩽ 2πCB.

Therefore, we have

I ⩽
4πCB
T

∫
R\{0}

ν(dξ)

|ξ|

and complete the proof.

Now we can give the
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Proof of (6.31). Since (H1
b) holds for b obviously, it suffice to show that (H2

b) holds. We
note that in Example 6.8

|F (u, x)| ⩽ |F (u, 0)|+ |F (u, 0)− F (t, x)| ⩽ LF + LF |x|

because of (6.30), which implies that

|F
(
u,

∫
Rd

ϕ(x, y)µ(dy)
)
| ⩽ LF (1 +

∫
Rd

|ϕ(x, y)|µ(dy)).

Hence, by Lemma 6.9, we see that∣∣∣∣ 1T
∫ t+T

t

(
b(s, x, µ)− b̄(x, µ)

)
ds

∣∣∣∣ ⩽ 4πLF
T

∫
R\{0}

ν(dξ)

|ξ|
H(x, µ),

where H(x, µ) = 1 +
∫
Rd |ϕ(x, y)|µ(dy). It is easy to see that

sup
µ

|||H(·, µ)|||p0 ⩽ ∥1∥∞ +

∫
Rd

|||ϕ(·, y)|||p0µ(dy) ⩽ 1 + sup
y

|||ϕ(·, y)|||p0 .

This completes the proof.



Chapter 7

Euler-Maruyama scheme for
McKean-Vlasov SDEs of
Nemytskii-type with bounded drifts

In this chapter, we consider the following distributional-density dependent SDE (dDSDE):

dXt = b(t,Xt, ρt(Xt))dt+
√
2dWt, X0

(d)
= ν0, (7.1)

where ρt is the distributional density of Xt respect to Lebesgue measure, b : R+ × Rd ×
R+ → Rd is bounded measurable, ν0 is a probability measure over Rd and {Wt}t⩾0 is a
standard d-dimensional Brownian motion on the probability space (Ω,F ,P). As said in
the introduction, by Itô’s formula, one sees that ρt solves the following nonlinear Fokker-
Planck equation (FPE) in the distributional sense:

∂tρt −∆ρt + div(b(t, ·, ρt)ρt) = 0, lim
t↓0

ρt = ν0 weakly. (7.2)

More precisely, for any φ ∈ C∞
0 (Rd),

⟨ρt, φ⟩ = ⟨ν0, φ⟩+
∫ t

0

⟨ρs,∆φ⟩ds+
∫ t

0

⟨ρs, b(s, ·, ρs) · ∇φ⟩ds, (7.3)

where ⟨ρt, φ⟩ :=
∫
Rd φ(x)ρt(x)dx = Eφ(Xt). Let us first recall the definition of a weak

solution to dDSDE (7.1):

Definition 7.1. Let ν0 be a probability measure on Rd. We call a filtered probability space
(Ω,F ,P; (Ft)t⩾0) together with a pair of processes (X,W ) defined on it a weak solution
of SDE (7.1) with initial distribution ν0, if

(i) P ◦X−1
0 = ν0, W is a d-dimensional Ft-Brownian motion.

145
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(ii) for each t > 0, P ◦X−1
t (dx)/dx = ρt(x) and

Xt = X0 +

∫ t

0

b(s,Xs, ρs(Xs))ds+
√
2Wt, P− a.s.

We also consider the following Euler scheme to dDSDE (7.1): Let T > 0 and h ∈ (0, 1).
For t ∈ [0, h], we define

Xh
t := X0 +

√
2Wt,

and for t ∈ [kh, (k + 1)h] with k = 1, 2, .., [T
h
],

Xh
t = Xh

kh +

∫ t

kh

b(s,Xh
kh, ρ

h
kh(X

h
kh))ds+

√
2(Wt −Wkh), (7.4)

where ρhkh is the distributional density of Xh
kh, whose existence is obviously seen from the

construction of Xh
kh. Here is the main result in this chapter.

Theorem 7.2. Assume that b is bounded measurable and for any t > 0,

lim
u→u0

|b(t, x, u)− b(t, x, u0)| = 0. (7.5)

(Existence) For any T > 0 and initial distribution ν0, there are a subsequence hk with
limk→∞ hk = 0 and a weak solution (X,W ) to dDSDE (7.1) in the sense of Definition 7.1
so that for any bounded measurable f and t ∈ (0, T ],

lim
k→∞

Ef(Xhk
t ) = Ef(Xt).

Moreover, for each t ∈ (0, T ], Xt admits a density ρt satisfying the estimate

ρt(y) ⩽ Ct−d/2
∫
Rd

e−
|x−y|2

λt ν0(dx), y ∈ Rd,

where C, λ ⩾ 1 only depend on T, d, ∥b∥∞, and the following L1-convergence holds:

lim
k→∞

∫
Rd

|ρhkt (y)− ρt(y)|dy = 0. (7.6)

(Uniqueness and convergence rate) Suppose that ν0(dx) = ρ0(x)dx with ρ0 ∈ (L1 ∩
Lq)(Rd) for some q ∈ (d,∞], and there is a κ > 0 such that for all t, x, u, u′,

|b(t, x, u)− b(t, x, u′)| ⩽ κ|u− u′|. (7.7)

Then weak and strong uniqueness hold for dDSDE (7.1). Moreover, if q ⩾ 2, for any
T > 0, there is a constant C = C(d, T, κ, ∥b∥∞) such that for all t ∈ [0, T ] and h ∈ (0, 1),

∥ρt − ρht ∥1 ⩽ Ch
1
2 . (7.8)

Remark 7.3. It should be noted that this part is based on the results of [44]. Therein, the
condition is stronger than (7.5), and we didn’t obtain the convergence rate (7.8), which is
new in this thesis. Moreover, the related results are improved to α-stable processes cases
in [48].
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7.1 Euler-Maruyama scheme for SDEs with bounded

drift

In this section we show heat kernel estimates and weak convergence rate for Euler’s
scheme of SDEs with bounded drift. First of all, we recall some basic properties about
the Gaussian heat kernel. Recall

g(t, x) = gt(x) = (4πt)−
d
2 e−

|x|2
4t , t > 0, x ∈ Rd, (7.9)

which is the fundamental solution of ∆, i.e.,

∂tg(t, x) = ∆g(t, x).

Moreover, we have the following Chapman-Kolmogorov equations:

(g(t) ∗ g(s))(x) :=
∫
Rd

g(t, x− z)g(s, z)dz = g(t+ s, x), t, s > 0, (7.10)

and the following easy facts,

g(t, x+ y) ⩽ 2
d
2 g(2t, x)e

|y|2
4t , |∇g|(t, x) ⩽ 2d/2√

t
g(2t, x). (7.11)

The following lemma is straightforward and elementary. For the readers’ convenience,
we provide a detail proof.

Lemma 7.4. For any T > 0, β ∈ (0, 1) and j = 0, 1, there is a constant C =
C(T, β, j, d) > 0 such that for any 0 < t ⩽ T and x1, x2 ∈ Rd,

|∇jg(t, x1)−∇jg(t, x2)| ⩽ C|x1 − x2|βt−
j
2
−β
∑
i=1,2

g(4t, xi), (7.12)

and for any 0 < t1 < t2 ⩽ T and x ∈ Rd,

|∇jg(t1, x)−∇jg(t2, x)| ⩽ C|t2 − t1|
β
2

∑
i=1,2

t
− j+β

2
i g(2ti, x). (7.13)

Proof. (i) By definition (7.9), it is easy to see that for k = 1, 2, 3, there is a constant
C > 0 only depending on k, d such that

|∇kg(t, x)| ⩽ C(4πt)−
d
2 t

k
2 e−

|x|2
8t = C2

d
2 t−

k
2 g(2t, x). (7.14)

Thus, for j = 0, 1 and β ∈ (0, 1), if |x1 − x2| >
√
t, then

|∇jg(t, x1)−∇jg(t, x2)| ≲ t−
j
2 (g(2t, x1) + g(2t, x2))

≲ |x1 − x2|βt−
j
2
−β(g(2t, x1) + g(2t, x2));
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if |x1 − x2| ⩽
√
t, then by the mean-value formula,

|∇jg(t, x1)−∇jg(t, x2)| ⩽ |x1 − x2|
∫ 1

0

|∇j+1g(t, x1 + θ(x2 − x1))|dθ

≲ |x1 − x2|t−
j+1
2

∫ 1

0

g(2t, x1 + θ(x2 − x1))dθ

≲ |x1 − x2|t−
j+1
2 g(4t, x1) ≲ |x1 − x2|βt−j/2−βg(4t, x1).

Combining the above calculations, we get (7.12).
(ii) If t2 − t1 ⩽ t1, then by the mean-value formula,

|∇jg(t1, x)−∇jg(t2, x)| ⩽ |t1 − t2|
∫ 1

0

|∇j∂tg|(t1 + θ(t2 − t1), x)dθ

= |t1 − t2|
∫ 1

0

|∇j∆g|(t1 + θ(t2 − t1), x)dθ

≲ |t1 − t2|
∫ 1

0

g(2(t1 + θ(t2 − t1)), x)

(t1 + θ(t2 − t1))1+j/2
dθ

≲ |t1 − t2|t
−1− j

2
1 g(2t2, x) ≲ |t1 − t2|

β
2 t

−β
2

2 g(2t2, x);

if t2 − t1 > t1, then t2 ⩽ 2(t2 − t1) and

|∇jg(t1, x)−∇jg(t2, x)| ≲ t
− j

2
1 g(2t1, x) + t

− j
2

2 g(2t2, x)

≲ |t1 − t2|
β
2

(
t
− j+β

2
1 g(2t1, x) + t

− j+β
2

2 g(2t2, x)
)
.

The proof is complete.

Let b : R+ × Rd → Rd be a bound measurable function. Fix T > 0 and x ∈ Rd. For
any h ∈ (0, 1), let Xh

t = Xh
t (x) be defined by the following Euler scheme:

Xh
t = x+

∫ t

0

b(s,Xh
πh(s)

)ds+
√
2Wt, t ∈ [0, T ], (7.15)

where πh(s) := kh for s ∈ [kh, (k + 1)h). We have the following Duhamel formula.

Lemma 7.5. For each t ∈ (0, T ] and x ∈ Rd, Xh
t (x) admits a density phx(t, y) which

satisfies the following Duhamel formula:

phx(t, y) = g(t, x− y) +

∫ t

0

E
[
b(s,Xh

πh(s)
) · ∇g(t− s, y −Xh

s )
]
ds. (7.16)
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Proof. Fix t ∈ (0, T ] and f ∈ C∞
c (Rd). For s ∈ [0, t], let u(s, x) := g(t− s, ·) ∗ f(x). Since

(∂s +∆)u ≡ 0 and u(t, x) = f(x), by Itô’s formula, we have

Ef(Xh
t ) = Eu(t,Xh

t ) = u(0, x) +

∫ t

0

E
[
b(s,Xh

πh(s)
) · ∇u(s,Xh

s )
]
ds.

From this, we derive the desired Duhamel formula.

Remark 7.6. For a general initial value Xh
0 = X0 ∈ F0 and each t ∈ (0, T ], since for

each x ∈ Rd, Xh
t (x) is independent of X0, the Euler scheme Xh

t defined by (7.15) with
initial value X0 also has a density phX0

(t, y) given by

phX0
(t, y) =

∫
Rd

phx(t, y)P ◦X−1
0 (dx). (7.17)

The following Gaussian type estimate for phx(t, y) was proved by Lemaire and Menozzi
[71]. Since it is not difficult, for the readers’ convenience, we provide a detailed proof
here.

Theorem 7.7. For any T > 0, there is a constant C = C(d, T, ∥b∥∞) such that for all
h ∈ (0, 1), t ∈ (0, T ] and x, y ∈ Rd,

phx(t, y) ⩽ Cg(4t, x− y). (7.18)

Proof. Let ε > 0 be small enough so that

ℓε := 2d+1
√
ε∥b∥2∞eε∥b∥

2
∞ ⩽ 1/2.

Fix T > 0. Without loss of generality, we assume

Th−1 ⩾ (∥b∥2∞T/(4 log 2)) ∨ (T/ε). (7.19)

For simplicity we shall write
M := [ε/h] ∈ N.

Step 1: In this step we use induction to show that for all k = 1, · · · ,M ∧N ,

phx(kh, y) ⩽ 2d+1g(4kh, x− y). (7.20)

First of all, for k = 1, since Xh
h = x+Wh +

∫ h
0
b(s, x)ds, by (7.11) and (7.19) we have

phx(h, y) = g(h, y −
∫ h

0

b(s, x)ds− x) ⩽ 2d/2e∥b∥
2
∞h/4g(2h, x− y)

⩽ 2de∥b∥
2
∞h/4g(4h, x− y) ⩽ 2d+1g(4h, x− y).
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Suppose now that (7.20) holds for j = 1, 2, .., k − 1. By Duhamel’s formula (7.16), we
have

phx(kh, y)− g(kh, x− y) =

∫ kh

0

E
[
b(s,Xh

πh(s)
) · ∇g(kh− s, y −Xh

s )
]
ds

=
k−1∑
j=0

∫ (j+1)h

jh

E
[
b(s,Xh

jh) · ∇g(kh− s, y −Xh
s )
]
ds. (7.21)

Note that for s ∈ (jh, (j + 1)h),

Xh
s = Xh

jh +
√
2(Ws −Wjh) +

∫ s

jh

b(r,Xh
jh)dr.

Since
√
2(Ws − Wjh) is independent of Xh

jh and has density g(s − jh, y), by the C-K
equations (7.10) we have

Ij(s) := E
[
b(s,Xh

jh) · ∇g(kh− s,Xh
s − y)

]
= E

[
b(s,Xh

jh) · ∇g(kh− s) ∗ g(s− jh)
(
Xh
jh +

∫ s

jh

b(r,Xh
jh)dr − y

)]
= E

[
b(s,Xh

jh) · ∇g
(
kh− jh,Xh

jh +

∫ s

jh

b(r,Xh
jh)dr − y

)]
⩽ ∥b∥∞

∫
Rd

|∇g|
(
kh− jh, z +

∫ s

jh

b(r, z)dr − y
)
phx(jh, z)dz.

By (7.11) and induction hypothesis, we further have for s ∈ (jh, (j + 1)h),

Ij(s) ⩽
∥b∥∞2d/2√
kh− jh

∫
Rd

g
(
2(kh− jh), z +

∫ s

jh

b(r, z)dr − y
)
phx(jh, z)dz

⩽
∥b∥∞2de(k−j)h∥b∥

2
∞/4

√
kh− jh

∫
Rd

g(4(kh− jh), z − y) · 2d+1g(4jh, x− z)dz

⩽
∥b∥∞22d+1eε∥b∥

2
∞/4

√
kh− s

g(4kh, x− y) =
2dℓε/

√
ε√

kh− s
g(4kh, x− y),

where we have used kh ⩽Mh ⩽ ε. Substituting this into (7.21), we obtain

|phx(kh, y)− g(kh, x− y)| ⩽ 2dℓε√
ε
g(4kh, x− y)

k−1∑
j=0

∫ (j+1)h

jh

1√
kh− s

ds

⩽
2dℓε√
ε
g(4kh, x− y)

∫ kh

0

1√
kh− s

ds

=
2dℓε√
ε
g(4kh, x− y)2

√
kh ⩽ 2d+1ℓεg(4kh, x− y),
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which implies, since g(t, x) ⩽ 2dg(4t, x) and 2ℓε ⩽ 1, that

phx(kh, y) ⩽ 2d(1 + 2ℓε)g(4kh, x− y) ⩽ 2d+1g(4kh, x− y).

Step 2: Next we assume M < T/h and consider k =M + 1 · · · , 2M . Note that

Xh
t+Mh = Xh

Mh +Wt+Mh −WMh +

∫ t+Mh

Mh

b(s,Xh
πh(s)

)ds

= Xh
Mh +Wt+Mh −WMh +

∫ t

0

b(s+Mh,Xh
πh(s)+Mh)ds,

where we have used that πh(s+Mh) = πh(s) +Mh. In particular, if we let

X̄h
t := Xh

t+Mh, W̄t := Wt+Mh −WMh,

then for t ∈ [0,Mh],

X̄h
t = Xh

Mh + W̄t +

∫ t

0

b(s+Mh, X̄h
πh(s)

)ds.

Let p̄hx(kh, y) be the density of X̄h
t with X̄N

0 = x. By Step 1, we have

p̄hx(kh, y) ⩽ 2d+1g(4kh, x− y), k = 1, · · · ,M.

Thus, for k = 1, · · · ,M , by (7.17) we have

phx((k +M)h, y) =

∫
Rd

p̄Nz (kh, y)p
h
x(Mh, z)dz

⩽ 4d+1

∫
Rd

g(4kh, z − y)g(4Mh, x− z)dz

= 4d+1g(4(k +M)h, x− y).

Repeating the above procedure [T
ε
]+1-times, we obtain that for some C > 0 independent

of h,
phx(kh, y) ⩽ Cg(kh, x− y), k = 1, · · · , N.

Step 3: Note that for t ∈ (kh, (k + 1)h),

Xh
t = Xh

kh +Wt −Wkh +

∫ t

kh

b(s,Xh
kh)ds,

where Wt −Wkh is independent of Xh
kh. Hence,

phx(t, y) =

∫
Rd

g(t− kh, z +

∫ t

kh

b(s, z)ds− y)phx(kh, z)dz

⩽ Ce(t−kh)∥b∥
2
∞/4

∫
Rd

g(4(t− kh), y − z)g(4kh, x− z)dz

⩽ CeT∥b∥
2
∞/4g(4t, x− y).

This completes the proof.
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The following corollary is a combination of Theorem 7.7 and Lemma 7.4.

Corollary 7.8. Let ν0(dy) = P ◦X−1
0 (dy) be the distribution of X0.

(i) For any T > 0, there is a constant C = C(d, T, ∥b∥∞) such that for all h ∈ (0, 1),
t ∈ (0, T ) and y ∈ Rd

phX0
(t, y) ⩽ C

∫
Rd

g(4t, x− y)ν0(dx). (7.22)

(ii) For any T > 0 and β ∈ [0, 1], there is a constant C = C(d, T, ∥b∥∞, β) such that for
all h ∈ (0, 1), t ∈ (0, T ) and y1, y2 ∈ Rd,

|phX0
(t, y1)− phX0

(t, y2)| ⩽ C|y1 − y2|βt−
β
2

∑
j=1,2

∫
Rd

g(4t, x− yj)ν0(dx).

(iii) For any T > 0 and β ∈ [0, 1], there is a constant C = C(d, T, ∥b∥∞, β) such that for
all h ∈ (0, 1), t1, t2 ∈ (0, T ) and y ∈ Rd,

|phX0
(t1, y)− phX0

(t2, y)| ⩽ C|t1 − t2|β/2
∑
j=1,2

t
−β/2
j

∫
Rd

g(4tj, x− y)ν0(dx).

Proof. (i) is a direct consequence of (7.17) and Theorem 7.7. We only show (iii) since (ii)
is similar by (7.12). Suppose t1 < t2. By (7.16), we have

|phX0
(t1, y)− phX0

(t2, y)| ⩽
∫
Rd

|g(t1, x− y)− g(t2, x− y)|ν0(dx)

+ ∥b∥∞
∫ t1

0

∫
Rd

|∇g(t1 − s, y − z)−∇g(t2 − s, y − z)|phX0
(s, z)dzds

+ ∥b∥∞
∫ t2

t1

∫
Rd

|∇g(t1 − s, y − z)|phX0
(s, z)dzds =: I1 + I2 + I3.

For I1, by (7.13), we have

I1 ≲ |t1 − t2|
β
2

∑
j=1,2

t
−β

2
j

∫
Rd

g(2tj, x− y)ν0(dx).

For I2, by (i), (7.13) and the C-K equations (7.10), we have

I2 ≲
∫ t1

0

[[
|t1 − t2|(t1 − s)−3/2

]
∧ (t1 − s)−1/2

] ∑
j=1,2

∫
Rd

g(4(tj − s), z − y)

×
∫
Rd

g(4s, x− z)ν0(dx)dzds

≲
∫ t1

0

[[
|t1 − t2|s−1

]
∧ 1
]
s−1/2ds

∑
j=1,2

∫
Rd

g(4tj, x− y)ν0(dx).
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Noting that ∫ ∞

0

[
s−1 ∧ 1

]
s−1/2ds <∞,

we have

I2 ≲ |t1 − t2|1/2
∑
j=1,2

∫
Rd

g(4tj, x− y)ν0(dx)

provided by a change of variable. For I3, by (i), (7.13) and the C-K equations, we have

I3 ≲
∫ t2

t1

∫
Rd

(t1 − s)−
1
2 g(4(t1 − s), z − y)

∫
Rd

g(4s, x− z)ν0(dx)dzds

=

∫ t2

t1

∫
Rd

(t1 − s)−
1
2 g(4t1, x− y)ν0(dx)ds ≲ |t2 − t1|

1
2

∫
Rd

g(4t1, x− y)ν0(dx).

Combining the above calculations, we obtain the desired estimate.

In the sequel, we set

ρht := phX0
(t).

and give the following result for later use.

Lemma 7.9. There is a constant C = C(d) such that for any f1,∇kf2 ∈ L∞(Rd) with
k = 1, 2, h ∈ (0, 1) and s > h,∣∣∣Ef1(Xh

πh(s)
)
(
f2(X

h
s )− f2(X

h
πh(s)

)
) ∣∣∣ ⩽ Ch∥f1∥∞

(
∥∇f2∥∞∥b∥∞ + ∥∇2f2∥∞

)
. (7.23)

Proof. Since Ws −Wπh(s) is independent of X
h
πh(s)

, one sees that

Ih := Ef1(Xh
πh(s)

)
(
f2(X

h
s )− f2(X

h
πh(s)

)
)

=

∫
R2d

f1(x) ·
(
f2
(
x+

∫ s

πh(s)

b(r, x)dr + y
)
− f2(x)

)
ρhπh(s)(x)g(s− πh(s), y)dxdy.

Then we have

|Ih| ⩽∥f1∥∞
∫
R2d

∣∣∣f2(x+ ∫ s

πh(s)

b(r, x)dr + y
)
− f2(x+ y)

∣∣∣ρhπh(s)(x)g(s− πh(s), y)dxdy

+

∣∣∣∣∫
R2d

f1(x) ·
(
f2(x+ y)− f2(x)

)
ρhπh(s)(x)g(s− πh(s), y)dxdy

∣∣∣∣
:=I1 + I2.



7.2. PROOF OF THE MAIN RESULT 154

For I1, it is easy to see that

I1 ⩽ ∥f1∥∞∥∇f2∥∞
∫
R2d

(∫ s

πh(s)

|b(r, x)|dr
)
ρhπh(s)(x)g(s− πh(s), y)dxdy

⩽ h∥f1∥∞∥∇f2∥∞∥b∥∞
∫
R2d

ρhπh(s)(x)g(s− πh(s), y)dxdy ⩽ h∥f1∥∞∥∇f2∥∞∥b∥∞.

For I2, it follows from the symmetry of g(t, ·) that

I2 =
1

2

∣∣∣ ∫
R2d

f1(x) ·
(
f2(x+ y) + f2(x− y)− 2f2(x)

)
ρhπh(s)(x)g(s− πh(s), y)dxdy

∣∣∣
⩽ ∥f1∥∞∥∇2f2∥∞

∫
R2d

|y|2ρhπh(s)(x)g(s− πh(s), y)dxdy

≲ h∥f1∥∞∥∇2f2∥∞.

This completes the proof.

7.2 Proof of the main result

Let (Ω,F , (Ft)t⩾0,P) be a complete filtered probability space, Wt a d-dimensional stan-
dard Ft-Brownian motion, and X0 an F0-measurable random variable with distribution
ν0. Let T > 0 and h ∈ (0, 1). Let Xh

t be the Euler approximation of dDSDE (7.1) con-
structed at the beginning of this chapter. From the construction (7.4), it is easy to see
that Xh

t solves the following SDE:

Xh
t = X0 +

∫ t

0

bh(s,Xh
πh(s)

)ds+
√
2Wt, (7.24)

where

bh(s, x) = 1{s⩾h}b
(
s, x, ρhπh(s)(x)

)
(7.25)

and

πh(s) :=
∞∑
j=0

jh1[jh,(j+1)h)(s). (7.26)

The following lemma is easy by (7.24) and since ∥bh∥∞ ⩽ ∥b∥∞.

Lemma 7.10. For any T > 0, there is a constant C > 0 such that for all s, t ∈ [0, T ],

sup
N

E|Xh
t −Xh

s |4 ⩽ C|s− t|2.
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Let phx(t, y) be the distributional density of the Euler scheme Xh
t (x) of SDE (7.24)

starting from x at time 0. Since for each x ∈ Rd, Xh
t (x) is independent of X0, the

distributional density ρht (y) of X
h
t with initial distribution ν0 is given by

ρht (y) =

∫
Rd

phx(t, y)ν0(dx). (7.27)

The following lemma is crucial for the existence of a solution to dDSDE (7.1).

Lemma 7.11. For fixed T > 0, there are a subsequence (hk)k∈N and a continuous function
ρ ∈ C((0, T ]× Rd) such that for any M ∈ N,

lim
k→∞

sup
|y|⩽M

sup
1/M⩽t⩽T

|ρhkt (y)− ρt(y)| = 0. (7.28)

Proof. First of all, by the upper-bound estimate (7.18) for phx(t, y), we have

sup
|y|⩽M

sup
1/M⩽t⩽T

|ρht (y)| ⩽ C

∫
Rd

sup
|y|⩽M

sup
1/M⩽t⩽T

|g(4t, x− y)|ν0(dx) ⩽ CM ,

where CM is independent of h. Moreover, by Corollary 7.8, we have for any β < 1,
t1, t2 ∈ [1/M, T ] and y1, y2 ∈ Rd,

|ρht1(y1)− ρht2(y2)| ⩽ |ρht1(y1)− ρht2(y1)|+ |ρht2(y1)− ρht2(y2)|

≲ |t2 − t1|
β
2

∑
i=1,2

∫
Rd

|g(2ti, y1 − x)|ν0(dx)

+ |y1 − y2|β
∑
i=1,2

∫
Rd

|g(4t2, yi − x)|ν0(dx)

≲M−(d+1+β)/2
(
|t2 − t1|

β
2 + |y1 − y2|β

)
, (7.29)

where the implicit constants in the above ≲ are independent of h. Thus, by Ascolli-
Arzela’s theorem, we conclude the proof and have (7.28).

Now we are in a position to give the

Proof of Theorem 7.2. (Existence) Fix T > 0. Let W be the space of all continuous
functions from [0, T ] to Rd. Let Qh be the law of (Xh

· ,W·) in W ×W. By Lemma 7.10
and Kolmogorov’s criterion, {Qh}N∈N is tight. Therefore, by Prokhorov’s theorem, there
are a subsequence (hk)k∈N and a probability measure Q on W×W so that

Qhk → Q weakly.

Without loss of generality, we assume that the subsequence is the same as that in Lemma
7.11. Below, we still denote the above subsequence by hk = h for simplicity. Now, by
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Skorokhod’s representation theorem, there are probability space (Ω̃, F̃ , P̃) and random

variables (X̃h, W̃ h) and (X̃, W̃ ) thereon such that

(X̃h, W̃ h) → (X̃, W̃ ), P̃-a.s. (7.30)

and

P̃ ◦ (X̃h, W̃ h)−1 = QN = P ◦ (Xh,W )−1, P̃ ◦ (X̃, W̃ )−1 = Q. (7.31)

In particular, the distributional density of X̃h
t is ρht . Moreover, by Lemma 7.11 and (7.30),

for any t ∈ (0, T ) and φ ∈ C∞
0 (Rd),

Eφ(X̃t) = lim
N→∞

Eφ(X̃h
t ) = lim

N→∞

∫
Rd

φ(y)ρht (y)dy =

∫
Rd

φ(y)ρt(y)dy.

In other words, ρt is the density of X̃t. Define F̃ h
t := σ(X̃h, W̃ h; s ⩽ t). We note that

P[Wt −Ws ∈ ·|Fs] = P{Wt −Ws ∈ ·},

hence,

P̃[W̃ h
t − W̃ h

s ∈ ·|F̃N
s ] = P̃{W̃ h

t − W̃ h
s ∈ ·},

which means that W̃ h
t is an F̃ h

t -BM. Thus, by (7.24) and (7.31) we have

X̃h
t = X̃h

0 +

∫ t

0

bh(s, X̃h
πh(s)

)ds+
√
2W̃ h

t . (7.32)

Let us now show that∫ t

0

1s⩾hb
(
s, X̃h

πh(s)
, ρhπh(s)(X̃

h
πh(s)

)
)
ds→

∫ t

0

b
(
s, X̃s, ρs(X̃s)

)
ds, (7.33)

in probability as h→ 0.
We note that by (7.18), the dominated convergence theorem, (7.5), (7.28) and (7.29),

lim
h→0

Ẽ
∫ t

0

|1s>hb(s, X̃h
πh(s)

, ρhπh(s)(X̃
h
πh(s)

))− b(s, X̃h
πh(s)

, ρs(X̃
h
πh(s)

))|ds

= lim
h→0

∫ t

0

∫
Rd

|1s>hb(s, x, ρhπh(s)(x))− b(s, x, ρs(x))|ρhπh(s)(x)dxds

⩽
∫ t

0

∫
Rd

lim
h→0

|1s>hb(s, x, ρhπh(s)(x))− b(s, x, ρs(x))|
∫
Rd

g(4t, y − x)ν0(dy)dxds = 0.

For proving (7.33), it remains to show

lim
h→0

Ẽ
∫ t

h

|b(s, X̃h
πh(s)

, ρs(X̃
h
πh(s)

))− b(s, X̃s, ρs(X̃s))|ds = 0.
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Let Kε be a family of mollifiers in Rd. Define

Bε(t, x) = b(t, ·, ρt(·)) ∗Kε(x).

Clearly, for fixed ε > 0, by (7.30) we have

lim
h→0

Ẽ
∫ t

h

|Bε(s, X̃
h
πh(s)

)−Bε(s, X̃s)|ds = 0.

Below for notational convenience, we write X̃∞
t := X̃t and π0(s) := s. For h ∈ [0, 1), we

have

Ẽ
∫ t

h

|Bε(s, X̃
h
πh(s)

)− b(s, X̃h
πh(s)

, ρs(X̃
h
πh(s)

)|ds

⩽ Ẽ
∫ t

h

1|X̃h
πh(s)

|⩽R

∣∣∣Bε(s, X̃
h
πh(s)

)− b(s, X̃h
πh(s)

, ρs(X̃
h
πh(s)

)
∣∣∣ds

+ 2∥b∥∞
∫ t

h

P̃
(
|X̃h

πh(s)
| > R

)
ds =: IhR(ε) + JhR.

For IhR(ε), by (7.27), (7.18) and Hölder’s inequality with p > 2d and q = p
p−1

, we have

IhR(ε) =

∫ t

h

∫
BR

|Bε(s, y)− b(s, y, ρs(y))|ρhπh(s)(y)dyds

≲
∫ t

h

∫
BR

|Bε(s, y)− b(s, y, ρs(y))|
∫
Rd

g(4πh(s), x− y)ν0(dx)dyds

≲
∫ t

h

(∫
BR

|Bε(s, y)− b(s, y, ρs(y))|pdy
) 1

p

×
(∫

BR

∣∣∣∣∫
Rd

g(4πh(s), x− y)ν0(dx)

∣∣∣∣q dy) 1
q

ds

≲
∫ t

h

(∫
BR

|Bε(s, y)− b(s, y, ρs(y))|pdy
) 1

p

πh(s)
− d

pds

≲

(∫ t

h

(∫
BR

|Bε(s, y)− b(s, y, ρs(y))|pdy
) 2

p

ds

) 1
2 (∫ t

h

πh(s)
− 2d

p ds

) 1
2

≲

(∫ t

0

(∫
BR

|Bε(s, y)− b(s, y, ρs(y))|pdy
) 2

p

ds

) 1
2 (∫ t

0

s−
2d
p ds

) 1
2

,

where the implicit constant in the above ≲ is independent of h,R and ε. Hence, for each
R > 0, by the dominated convergence theorem, we obtain

lim
ε→0

sup
h∈[0,1)]

IhR(ε) = 0.
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For JhR, by Chebyshev’s inequality and (7.24) and since ∥bh∥∞ ⩽ ∥b∥∞, we have

JhR = 2∥b∥∞
∫ t

h

P(|Xh
πh(s)

| > R)ds

⩽ 2∥b∥∞
∫ t

0

P(|X0|+ s∥b∥∞ +
√
2|Wπh(s)| > R)ds

⩽ 2∥b∥∞
( ∫ t

0

P(|X0|+ s∥b∥∞ > R/2)ds+

∫ t

0

2πh(s)

(R/2)2
ds
)
,

which converges to zero uniformly in h, as R → ∞. Combining the above calculations,
we obtain

lim
ε→0

sup
h∈[0,1)]

Ẽ
∫ t

h

|Bε(s, X̃
h
πh(s)

)− b(s, X̃h
πh(s)

, ρs(X̃
h
πh(s)

)|ds = 0.

Thus, (7.33) is proven and the existence of a solution to dDSDE (7.1) is obtained.

(Uniqueness) Let Xt and X̄t be two solutions of dDSDE (7.1) defined on the same
probability space and with the same initial value X0, where X0 has the distributional
density ρ0 ∈ Lq(Rd) with q ∈ (d,∞]. Let ρt(y) and ρ̄t(y) be the distributional density of
Xt and X̄t, respectively. Clearly, these are two solutions of the nonlinear Fokker-Planck
equation (7.2) with the same initial value ρ0. Consider the following linearized SDE:

dXt = B(t,Xt)dt+
√
2dWt, X0 = x,

where B(t, x) := b(t, x, ρt(x)). It is well known that Xt(x) admits a density px(t, y) with
Gaussian type estimate: For some λ,C > 0, it holds that for all t ∈ (0, T ] and x, y ∈ Rd,

px(t, y) ⩽ Cg(λt, x− y).

Note that by (7.18) and Hölder’s inequality,

∥ρt∥q = ∥
∫
Rd

px(t, ·)ρ0(x)dx∥q ⩽ ∥ρ0∥q (7.34)

and

ρt(y) =

∫
Rd

px(t, y)ρ0(x)dx ≲
∫
Rd

g(λt, x− y)ρ0(x)dx

⩽ ∥g(λt, ·)∥q/(q−1)∥ρ0∥q ≲ t−d/(2q)∥ρ0∥q. (7.35)

Let
Γt := ρt − ρ̄t, Bt := b(t, ·, ρt)ρt − b(t, ·, ρ̄t)ρ̄t.

Then, by (7.7) one sees that

∥Bt∥q ⩽ κ∥Γt∥q∥ρt∥∞ + ∥b∥∞∥Γt∥q ≲ t−d/(2q)∥Γt∥q. (7.36)
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Based on Duhamel’s formula, we have

Γt =

∫ t

0

g(t− s) ∗ (divBs)ds =

∫ t

0

∇g(t− s) ∗Bsds.

In view of (7.14) and (7.36),

∥Γt∥q ≲
∫ t

0

∥∇g(t− s)∥1∥Bs∥qds

≲
∫ t

0

(t− s)−1/2s−d/(2q)∥Γs∥qds.

We note that 1/2+d/(2q) < 1. Thus by Lemma A.4, we get Γt ≡ 0 which implies ρt = ρ̄t.
Now the pathwise uniqueness of SDE (7.1) follows by the well-known pathwise uniqueness
for SDE (7.1) with bounded measurable drift b(t, x, ρt(x)) (cf. [101]).

(Convergence rate) Assume that t > h in the following and recall

bh(s, x) = 1{s⩾h}b
(
s, x, ρhπh(s)(x)

)
.

To unify the notation, we set b0(s, x) := b(s, x, ρs(s)). For any φ ∈ C∞
b and t ∈ [0, T ],

consider the following backward heat equation

∂su
t +

1

2
∆ut = 0, u(t) = φ, s ∈ (0, t).

Then by Lemma 7.5, we know that ut(s) = g(t− s) ∗ φ and by 7.14, for any k ∈ N0,

∥∇kut(s)∥∞ ≲ (t− s)−
k
2 ∥φ∥∞. (7.37)

By Itô’s formula to ut(s,Xs) and u
t(s,Xh

s ), we have

Eφ(Xt) = Eu(0, X0) + E
∫ t

0

b0(s,Xs) · ∇ut(s,Xs)ds

and

Eφ(Xh
t ) = Eu(0, X0) + E

∫ t

0

bh(s,Xh
πh(s)

) · ∇ut(s,Xh
s )ds

= Eφ(Xt) + E
∫ t

0

bh(s,Xh
πh(s)

) · ∇ut(s,Xh
s )ds

− E
∫ t

0

b0(s,Xs) · ∇ut(s,Xs)ds,



7.2. PROOF OF THE MAIN RESULT 160

which implies that∣∣∣Eφ(Xh
t )− Eφ(Xt)

∣∣∣
≲

∣∣∣∣E∫ t

0

(
(b0 · ∇ut)(s,Xh

s )− (b0 · ∇ut)(s,Xs))
)
ds

∣∣∣∣
+

∣∣∣∣E∫ t

0

(
b(s,Xh

s , ρ
h
s (X

h
s )− b0(s,Xh

s ))
)
· ∇ut(s,Xh

s )ds

∣∣∣∣
+

∣∣∣∣E∫ t

0

(
b(s,Xh

πh(s)
, ρhs (X

h
πh(s)

))− b(s,Xh
s , ρ

h
s (X

h
s ))
)
· ∇ut(s,Xh

s )ds

∣∣∣∣
+

∣∣∣∣E∫ t

0

(
bh(s,Xh

πh(s)
)− b(s,Xh

πh(s)
, ρhs (X

h
πh(s)

))
)
· ∇ut(s,Xh

s )ds

∣∣∣∣
=:I1 + I2 + I3 + I4.

Based on (7.37), one sees that

I1 ≲
∫ t

0

∥ρhs − ρs∥1∥b0 · ∇ut(s)∥∞ds

≲ ∥φ∥L∞∥b∥L∞

∫ t

0

(t− s)−1/2

∫ t

0

∥ρhs − ρs∥1ds.

For I2, by (7.7), (7.37) and (7.35) we have

I2 ⩽ κ

∫ t

0

∫
Rd

|(ρhs − ρs)(x)|∇ut(s, x)|ρhs (x)dxds

≲ ∥φ∥∞
∫ t

0

(t− s)−1/2s−d/(2q)∥ρhs − ρs∥1ds.

For I3, we set ηh(t, x) := b(t, x, ρht (x)) and note that

I3 ⩽

∣∣∣∣E∫ t

0

(
(ηh · ∇ut)(s,Xh

πh(s)
)− (ηh · ∇ut)(s,Xh

s )
)
ds

∣∣∣∣
+

∣∣∣∣E∫ t

0

ηh(s,Xh
πh(s)

) ·
(
∇ut(s,Xh

s )−∇ut(s,Xh
πh(s)

)
)
ds

∣∣∣∣
=: I31 + I32.

Then,

I31 =

∣∣∣∣∫ t

0

∫
Rd

(ηh · ∇ut)(s, x)
(
ρhπh(s)(x)− ρhs (x)

)
dxds

∣∣∣∣ .
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In light of Corollary 7.8-(iii), one sees that for any p ∈ [1, q] and 0 < s < t ⩽ T

∥ρhs − ρht ∥p ≲ |t− s|1/2s−1/2(∥g(4s)∥1 + ∥g(4t)∥1)∥ρ0∥p ≲ |t− s|1/2s−1/2∥ρ0∥p. (7.38)

Thus, by (7.37), we have

I31 ⩽
∫ t

0

∥ηh · ∇ut(s)∥∞∥ρhπh(s) − ρhs∥1dxds

≲ ∥b∥∞∥φ∥∞
∫ t

0

(t− s)−1/2(s− πh(s))
1/2(πh(s))

−1/2

≲ h1/2∥φ∥∞
∫ t

h

(t− s)−1/2(s− h)−1/2ds ≲ h1/2∥φ∥∞.

For I32, by (7.23) and (7.37), we have

I32 ≲ ∥b∥∞
∫ t

t−h
∥∇ut(s)∥L∞ds+ h∥b∥∞

∫ t−h

0

(
∥∇2ut(s)∥∞∥b∥∞ + ∥∇3ut(s)∥∞

)
ds

≲ ∥φ∥∞
(∫ t

t−h
(t− s)−1/2ds+ h

∫ t−h

0

(t− s)−3/2ds

)
≲ h1/2∥φ∥∞.

For I4, we note that

I4 =

∣∣∣∣E∫ h

0

b(s,Xh
πh(s)

, ρhs (X
h
πh(s)

)) · ∇ut(s,Xh
s )ds

∣∣∣∣
+

∣∣∣∣∫ t

h

∫
Rd

(
b(s, x, ρhπh(s)(x))− b(s, x, ρhs (x))

)
· ∇ut(s, x)ρhπh(s)(x)dxds

∣∣∣∣
≲∥b∥∞∥φ∥∞

∫ h

0

(t− s)−1/2ds

+ ∥φ∥∞
∫ t

h

∫
Rd

(t− s)−1/2|ρhπh(s)(x)− ρhs (x)|ρhπh(s)(x)dxds,

since (7.37) and (7.7). By Hölder’s inequality and q ⩾ 2, it follows from (7.38) and (7.34)
that

I4 ≲ h1/2∥φ∥∞ + ∥φ∥∞
∫ t

h

(t− s)−1/2(s− πh(s))
1/2(πh(s))

−1/2ds∥ρ0∥p∥ρ0∥q

≲ h1/2∥φ∥∞,
where p = q/(q − 1) ⩽ q.

In summary, by taking supermum of φ we have

∥ρt − ρht ∥1 ≲
∫ t

0

(t− s)−1/2s−d/(2q)∥ρs − ρhs∥1ds+ h1/2.

By Lemma A.4, we complete the proof.



Appendix A

A.1 Technical lemmas

Lemma A.1. [73, Lemma 3.4] Let (E, ∥ · ∥) be a normed vector space, τ, η ∈ [0, 1] with
τ > η and X : (0, 1] → E be a function satisfying

∥Xt −Xs∥ ⩽ Cs−η(t− s)τ , ∀0 < s ⩽ t ⩽ 1

for some constant C. Then,

∥Xt −Xs∥ ⩽ C(1− 2η−τ )−1(t− s)τ−η, ∀0 < s ⩽ t ⩽ 1.

Lemma A.2. Let α ∈ (0, 1] and β > 0.

B(α, β) :=

∫ 1

0

sβ−1(1− s)α−1ds ⩽
2

α
(β−1 + β−α).

Proof. When β ⩽ 1,

B(α, β) ⩽ (1/2)α−1

∫ 1/2

0

sβ−1ds+ (1/2)β−1

∫ 1

1/2

(1− s)α−1ds

⩽
2

β
+

2

α
⩽

2

α
(β−1 + 1) ⩽

2

α
(β−1 + β−α).

When β > 1, one sees that β−1 < 1 and

B(α, β) ⩽ β1−α
∫ 1−β−1

0

sβ−1ds+

∫ 1

1−β−1

(1− s)α−1ds

⩽
β1−α

β
+
β−1

α
⩽

2

α
β−α.

This completes the proof.
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Lemma A.3. Let β > 1 > α ⩾ 0. There is a constant C = C(α, β) such that for all
t, r > 0, ∫ t

0

(t+ r − s)−βs−αds ⩽ Cr1−βt−α.

Proof. When r ⩾ t/2, one sees that

I :=

∫ t

0

(t+ r − s)−βs−αds ⩽ r−β
∫ t

0

s−αds ≲ r−βt1−α ≲ r1−βt−α.

We only consider the case r < t/2 in the following. We first make a decomposition

I =

(∫ t/2

0

+

∫ t−r

t/2

+

∫ t

t−r

)
(t+ r − s)−βs−αds

=: I1 + I2 + I3.

For I1, one sees that

I1 ≲ (t/2 + r)−β
∫ t/2

0

s−αds ≲ t−β+1−α ≲ r1−βt−α.

For I2, we have

I2 ≲ t−α
∫ t−r

t/2

(t+ r − s)−βds ≲ t−α
∫ t−r

t/2

(t− s)−βds ≲ t−αr1−β.

Finialy, for I3, we have

I3 ≲ t−α
∫ t

t−r
(t+ r − s)−βds ≲ t−αr−β

∫ t

t−r
ds ≲ t−αr1−β

and complete the proof.

A.2 Two types of Gronwall inequalities

Lemma A.4 (Gronwall’s inequality of Volterra’s type). Let T > 0 and α, β ∈ [0, 1) with
α+ β < 1. Assume that f, g : [0, T ] → R+ be two measurable functions satisfying that for
almost all t ∈ (0, T ],

f(t) ⩽ g(t) + c0

∫ t

0

(t− s)−αs−βf(s)ds

with some constant c0. Then there is a constant C = C(T, α, β, c0) > 0 such that for
almost all t ∈ (0, T ],

f(t) ⩽ g(t) + C

∫ t

0

(t− s)−αs−βg(s)ds.
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Proof. We define

r1(t, s) := c0(t− s)−αs−β, rn+1(t, s) := c0

∫ t

s

(t− u)−αu−βrn(u, s)du,

for any 0 ⩽ s < t ⩽ T . By [112, Lemma 2.1 and 2.2], we only need to show that∣∣∣ ∞∑
n=1

rn(t, s)
∣∣∣ ⩽ C(t− s)−αs−β

with some constant C. To this end, we give the following estimate by induction:

|rn(t, s)| ⩽ cn+1
0

(
Πn
k=0ak

)
(t− s)−αs−β(t− s)n(1−α−β), n ⩾ 0 (A.2.1)

where a0 := 1 and for k ⩾ 1,

ak :=
2

1− α

(
[k(1− α− β)]−1 + [k(1− α− β)]α−1

)
.

We assume (A.2.1) holds for n. Then, by a change of variable one sees that

|rn+1(t, s)| ⩽ cn+1
0

(
Πn
k=0ak

)
s−β

∫ t

s

(t− u)−αu−β(u− s)−α+n(1−α−β)ds

⩽ cn+1
0

(
Πn
k=0ak

)
s−β

∫ t

s

(t− u)−α(u− s)−α−β+n(1−α−β)ds

= cn+1
0

(
Πn
k=0ak

)
s−β(t− s)−α+(n+1)(1−α−β)

∫ 1

0

(1− u)−αu−α−β+n(1−α−β)ds,

and by Lemma A.2 we have∫ 1

0

(1− u)−αu−α−β+n(1−α−β)ds ⩽ an+1,

which implies (A.2.1) holds for n = n+1. By induction, we obtain (A.2.1). We note that

ak ⩽ Cα,βk
α−1,

with some constant Cα,β which only depends on α, β. Hence, we have∣∣∣ ∞∑
n=1

rn(t, s)
∣∣∣ ⩽ c0

∞∑
n=1

(
c0Cα,β(t− s)1−α−β

)n
(n!)1−α

(t− s)−αs−β

⩽ c0

∞∑
n=1

(
c0Cα,βT

1−α−β)n
(n!)1−α

(t− s)−αs−β ⩽ Cα,β,c0,T (t− s)−αs−β,

and complete the proof.
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Lemma A.5 (Stochastic Gronwall’s inequality). [116, Lemma 2.8][91] Let ξ(t) and η(t)
be two nonnegative continuous Ft-adapted processes, At a continuous nondecreasing Ft-
adapted process with A0 = 0, Mt a local martingale with M0 = 0. Suppose that

ξ(t) ⩽ η(t) +

∫ t

0

ξ(s)dAs +Mt, a.s. for all t ⩾ 0.

Then for any 0 < q < p < 1 and T > 0, we have[
E

(
sup
t∈[0,T ]

ξ(t)

)q]1/q
⩽
( p

p− q

) (
Ee

pAT
1−p

) 1−p
p E

(
sup
t∈[0,T ]

η(t)

)
.

A.3 Schauder estimates for parabolic equations

In this part, we consider the following parabolic equation

∂tu = aij∂i∂ju+ f, u0 = 0, (A.3.1)

where a = (aij) :Rd → Rd × Rd is a symmetric matrix-valued measurable function satis-
fying (Ha) with the Hölder parameter θ ∈ (0, 1).

The main result in this part is the following Schauder estimates.

Theorem A.6 (Schauder’s estimate). Assume (Ha) holds with the Hölder parameter
θ ∈ (0, 1). Let T > 0, α ∈ [0, 1), f ∈ C((0, T ]; Cθ) and u be a classical solution of
(A.3.1). Then there is a constant C = C(d, θ, ∥a∥Cθ , T ) independent of u and f such that

sup
t∈[0,T ]

(tα∥u(t)∥C2+θ) ⩽ C sup
t∈[0,T ]

(tα∥f(t)∥Cθ) . (A.3.2)

First of all, for any z ∈ Rd, recall P z
t f := pzt ∗ f with

pzt (x) :=
exp(− ⟨a(z)−1x,x⟩

4t
)√

(4πt)d det(a(z))
.

In particular, we recall Ptf = gt ∗ f with

gt(x) = (4πt)−d/2e−|x|2/(4t).

Then we introduce the following characterization of Hölder space by using the heat semi-
group Pt. We note that these types of characterizations are standard in harmonic analysis,
see [96, Page 142; Section 4.2], for instance, for the characterization of Hölder space by
using Poisson kernel. We adopt here a Gaussian type heat semigroup to replace the Pois-
son one since it appears naturally in Duhamel’s formulal. Gaussian type heat semigroup
is also used to characterize a Hölder-Dini continuous function in [106, Section 4.3].
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Lemma A.7. Let θ ∈ (0, 1). There is a constant C = C(d, θ) such that for any f ∈ Cθ
and t ∈ (0, 1),

∥∇kPtf∥∞ ⩽ Ct−
k−θ
2 ∥f∥Cθ , k = 1, 2. (A.3.3)

On the contrary, if

cf :=
2∑

k=1

sup
t∈(0,1)

(
t
k−θ
2 ∥∇kPtf∥∞

)
<∞,

then there is a constant C = C(d, θ) such that for any x ∈ Rd and |y| < 1

|f(x+ y)− f(x)| ⩽ Ccf |y|θ. (A.3.4)

Proof. For (A.3.3), by the fact∫
Rd

∇kgt(x)dx = 0, k = 1, 2,

and the scaling gt(x) = t−d/2g1(t
−1/2x), we have

|∇kPtf(x)| =
∣∣∣ ∫

Rd

∇kgt(y) (f(x− y)− f(x)) dy
∣∣∣

⩽
∫
Rd

|∇kgt(y)||y|θdy∥f∥Cθ

⩽ t−
k−θ
2

∫
Rd

|∇kg1(y)||y|θdy∥f∥Cθ

and obtain (A.3.3). For (A.3.4), given any t ∈ (0, 1), we make the following decomposition

|f(x+ y)− f(x)| ⩽ |Ptf(x+ y)− Ptf(x)|+ |Ptf(x+ y)− f(x+ y)|+ |Ptf(x)− f(x)|

⩽ |y|∥∇Ptf∥∞ +
∣∣∣ ∫ t

0

∂sPsf(x+ y)ds
∣∣∣+ ∣∣∣ ∫ t

0

∂sPsf(x)ds
∣∣∣.

We note that ∂sPsf = ∆Psf and have

|f(x+ y)− f(x)| ⩽ cf

(
|y|t−

1−θ
2 + 2

∫ t

0

s−
2−θ
2 ds

)
⩽ cf

(
|y|t−

1−θ
2 + 2t

θ
2

)
.

By taking t = |y|2, we complete the proof.

Proof of Theorem A.6. We set

uz(t, x) := u(t, x+ z), az(x) := a(x+ z) and f z(t, x) := f(t, x+ z).
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Then we have

∂tu
z = aij(z)∂i∂ju

z + (azij − aij(z))∂i∂ju
z + f z,

which by Duhamel’s formula implies that

uz(t) =

∫ t

0

P z
t−s
(
(azij − aij(z))∂i∂ju

z(s)
)
ds+

∫ t

0

P z
t−sf

z(s)ds.

For r ∈ (0, 1) and k = 1, 2, taking operator ∇kPr∇2 on the both sides we have

∇kPr∇2uz(t, x) =

∫ t

0

∇kPr∇2P z
t−s
(
(azij − aij(z))∂i∂ju

z(s)
)
(x)ds

+

∫ t

0

∇kPr∇2P z
t−sf

z(s)(x)ds.

Letting x = 0, one sees that

∇kPr∇2u(t, z) = ∇kPr∇2uz(t, 0)

=

∫ t

0

∇kPr∇2P z
t−s
(
(azij − aij(z))∂i∂ju

z(s)
)
(0)ds

+

∫ t

0

∇kPr∇2P z
t−sf

z(s)(0)ds

=

∫ t

0

∫
Rd

(∇kgr ∗ ∇2pzt−s)(x) ((aij(x+ z)− aij(z))∂i∂ju(s, x+ z)) dxds

+

∫ t

0

∫
Rd

(∇kgr ∗ ∇2pzt−s)(x)(f(s, x+ z)− f(s, z))dxds,

where we used the fact that∫
Rd

(∇kgr ∗ ∇2pzt−s)(x)f(s, z)dx = 0.

Hence, we have

|∇kPr∇2u(t, z)| ≲
∫ t

0

∫
Rd

|∇kgr ∗ ∇2pzt−s|(x)|x|θs−αdxds(U + F ),

where

U := sup
t∈[0,T ]

(
tα∥∇2u(t)∥∞

)
, F := sup

t∈[0,T ]
(tα∥f(t)∥Cθ) .
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We note that

|∇kgr ∗ ∇2pzt−s|(x)

⩽

(∫
Rd

|∇k+2gr(x− y)|pzt−s(y)dy
)
∧
(∫

Rd

gr(x− y)|∇k+2pzt−s(y)|dy
)

≲
(
r−

k+2
2 ∧ (t− s)−

k+2
2

)∫
Rd

gcr(x− y)gc(t−s)(y)dy

≲
(
r−

k+2
2 ∧ (t− s)−

k+2
2

)
gc(t+r−s)(x) ≲ (t+ r − s)−

k+2
2 gc(t+r−s)(x)

with some constant c > 1, by the elementary estimate. Thus, we have

|∇kPr∇2u(t, z)| ≲
∫ t

0

(t+ r − s)−
k+2
2 s−α

∫
Rd

|x|θgc(t+r−s)(x)dxds(U + F )

≲
∫ t

0

(t+ r − s)−
k+2−θ

2 s−αds(U + F )

≲ r−
k−θ
2 t−α(U + F ),

which is from Lemma A.3. In view of (A.3.4), we have

sup
t∈[0,T ],|y|⩽1

(
tα
|∇2u(t, x+ y)−∇2u(t, x)|

|y|θ

)
≲ (U + F ).

Based on the following maximal principle

∥u(t)∥∞ ⩽
∫ t

0

∥f(s)∥∞ds ≲ F , (A.3.5)

we have for some constant C0 = C0(d, θ, T ),

sup
t∈[0,T ]

(tα∥u(t)∥C2+θ) ⩽ C0(U + F ).

By the following interpolation inequality (see [66, Theorem 3.2.1] for instance)

∥∇2f∥∞ ⩽ ∥f∥
2

2+θ

C2+θ∥f∥
θ

2+θ
∞ ⩽

1

2C0

∥f∥C2+θ + (2C0)
2(2+θ)

θ2 ∥f∥∞, ∀f ∈ C2+θ,

where we used Young’s inequality in the second step, and maximal principle (A.3.5), we
have

sup
t∈[0,T ]

(tα∥u(t)∥C2+θ) ⩽ 2C0F + C sup
t∈[0,T ]

(tα∥u(t)∥∞) ⩽ CF

with some constant C > 0 and complete the proof.

It should be noted that this method of proof is also used in [49, 23, 47, 46]. But
therein they used Littlewood-Paley decomposition and Besov space. In the present proof,
we only use semigroup Pt to characterize the Hölder space.
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equations. (Russian) Kybernetika (Prague) 4 (1968), 260-279.

[64] Kifer Y.: Some recent advances in averaging. (English summary) Modern dynamical
systems and applications, 385-403, Cambridge Univ. Press, Cambridge, 2004.

[65] Krylov N. and Bogolyubov N.: Introduction to Non-Linear Mechanics. Annals of
Mathematics Studies, No. 11 Princeton University Press, Princeton, N. J., 1943.
iii+105 pp.

[66] Krylov N. V.: Lectures on elliptic and parabolic equations in Hölder spaces. Grad-
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